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Preface
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Chapter 1

A. Strategic Management

The structure of this book is based on that of the Body of Knowledge speci-
fied by ASQ for the Certified Reliability Engineer. Before the formal Body of 
Knowledge is approached, a definition of reliability is needed.

Reliability is defined as the probability that an item will perform a required 
function without failure under stated conditions for a specified period of time.

A statement of reliability has four key components:

• Probability. For example, a timing chain might have a reliability goal
of .9995. This would mean that at least 99.95 percent are functioning at
the end of the stated time.

• Required function. This should be defined for every part, subassembly,
and product. The statement of the required function should state or
imply a failure definition. For example, a pump’s required function
might be moving at least 20 gallons per minute. The implied failure
definition would be moving fewer than twenty gallons per minute.

• Stated conditions. These include environmental conditions,
maintenance conditions, usage conditions, storage and moving
conditions, and possibly others.

• Specified period of time. For example, a pump might be designed to
function for 10,000 hours. Sometimes it is more appropriate to use
some other measure of stress than time. A tire’s reliability might
be stated in terms of miles and that of a laundry appliance in terms
of cycles.

1. BENEFITS OF RELIABILITY ENGINEERING

Demonstrate how reliability engineering 
techniques and methods improve programs, 
processes, products, and services. (Synthesis)

Body of Knowledge I.A.1
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The following are among the influences that have increased the importance of the 
study of reliability engineering:

• Customers expect products to not only meet the specified parameters
upon delivery but to function throughout what they perceive as a
reasonable lifetime.

• As products become more complex, the reliability requirements
of individual components increase. Suppose, for instance, that a
system has 1000 independent components that must function in order
for the system to function. Further suppose that each component has
a reliability of 99.9 percent. The system would have a reliability of
0.9991000 = .37.

• An unreliable product often has safety and health hazards.

• Reliability values are used in marketing and warranty material.

• Competitive pressures require increased emphasis on reliability.

• An increasing number of contracts specify reliability requirements.

The study of reliability engineering responds to each of these influences by help-
ing designers determine and increase the useful lifetime of products, processes, 
and services.

2. INTERRELATIONSHIP OF QUALITY AND RELIABILITY

Define and describe quality and reliability 
and how they relate to each other. 
(Comprehension)

Body of Knowledge I.A.2

In most organizations, the quality assurance function is designed to continually 
improve the ability to produce products and services that meet or exceed customer 
requirements. Narrowly construed, this means, in the manufacturing industries, 
producing parts with dimensions that are within tolerance. Quality engineering 
must expand this narrow construction to include reliability considerations, and 
all quality engineers should have a working knowledge of reliability engineering. 
What, then, is the distinction between these two fields? 

• Once an item has been successfully manufactured, the traditional
quality assurance function has done its job (although the search for
ways to improve is continuous). The reliability function’s principal
focus in on what happens next. Answers are sought to questions
such as:

Part I.A
.2
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4 Part I: Reliability Management

– Are components failing prematurely?

– Was burn-in time sufficient?

– Is the constant failure rate acceptable?

– What changes in design, manufacturing, installation, operation,
or maintenance would improve reliability?

• Another way to delineate the difference between quality and
reliability is to note how data are collected. In the case of
manufacturing, data for quality engineering are generally collected
during the manufacturing process. Inputs such as voltages,
pressures, temperatures, and raw material parameters are measured.
Outputs such as dimensions, acidity, weight, and contamination
levels are measured. The data for reliability engineering generally are
collected after a component or product is manufactured. For example,
a switch might be toggled repeatedly until it fails, and the number
of successful cycles noted. A pump might be run until its output in
gallons per minute falls below a defined value, and the number of
hours recorded.

• Quality and reliability engineers provide different inputs into the
design process. Quality engineers suggest changes that permit the
item to be produced within tolerance at a reasonable cost. Reliability
engineers make recommendations that permit the item to function
correctly for a longer period of time.

The preceding paragraphs show that although the roles of quality and reliability 
are different they do interrelate. For example, in the product design phase both 
quality and reliability functions have the goal of proposing cost-effective ways to 
satisfy and exceed customer expectations. This often mandates that the two func-
tions work together to produce a design that both works correctly and performs 
for an acceptable period of time. When processes are designed and operated, the 
quality and reliability engineers work together to determine the process param-
eters that impact the performance and longevity of the product so that those 
parameters can be appropriately controlled. A similar interrelationship holds as 
specifications are developed for packaging, shipment, installation, operation, and 
maintenance.

Reliability will be impacted by product design and by the processes used in 
the product’s manufacture. Therefore, the designers of products and processes 
must understand and use reliability data as design decisions are made. Generally, 
the earlier reliability data are considered in the design process the more efficient 
and effective their impact will be. 

Once a reliable product is designed, quality engineering techniques are used 
to make sure that the processes produce that product.
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3. ROLE OF THE RELIABILITY FUNCTION
IN THE ORGANIZATION

Demonstrate how reliability professionals 
can apply their techniques and interact 
effectively with marketing, safety and 
product liability, engineering, manufacturing, 
logistics, etc. (Analysis)

Body of Knowledge I.A.3

The study of reliability engineering is usually undertaken primarily to determine 
and improve the useful lifetime of products. Data are collected on the failure rates 
of components and products, including those produced by suppliers. Competi-
tors’ products may also be subjected to reliability testing and analysis. 

Reliability techniques can also help other facets of an organization:

• Reliability analysis can be used to improve product design. Reliability
predictions, as discussed in Chapter 9, provide guidance as
components are selected. Derating techniques, covered in Chapter 8,
aid in increasing a product’s useful lifetime. Reliability improvements
can be effected through component redundancy.

• Marketing and advertising can be assisted as warranty and other
documents that inform customer expectations are prepared. Warranties
that are not supported by reliability data can cause extra costs and
inflame customer ire.

• It is increasingly important to detect and prevent or mitigate product
liability issues. Warnings and alarms should be incorporated into the
design when hazards can’t be eliminated. Products whose failure can
introduce safety and health hazards need to be analyzed for reliability
so that procedures can be put in place to reduce the probability
that they will be used beyond their useful lifetime. As discussed in
Chapter 2, failure rates typically escalate in the final phase of a
product’s life. Components whose useful lifetime is shorter than
the product’s should be replaced on a schedule that can be determined
through reliability engineering techniques.

• Manufacturing processes can use reliability tools in the following
ways:

Chapter 1: A. Strategic Management 5
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6 Part I: Reliability Management

– The impact of process parameters on product failure rates can be
studied.

– Alternative processes can be compared for their effect on
reliability.

– Reliability data for process equipment can be used to determine
preventive maintenance schedules and spare parts inventories.

– The use of parallel process streams to improve process reliability
can be evaluated.

– Safety can be enhanced through the understanding of equipment
failure rates.

– Vendors can be evaluated more effectively.

• Every facet of an organization, including purchasing, quality
assurance, packaging, field service, logistics, and so on, can benefit
from a knowledge of reliability engineering. An understanding of
the lifecycles of the products and equipment they use and handle can
improve the effectiveness and efficiency of their function.

4. RELIABILITY IN PRODUCT AND PROCESS DEVELOPMENT

Integrate reliability engineering techniques 
with other development activities (e.g., 
concurrent engineering). (Synthesis)

Body of Knowledge I.A.4

Some implementations of reliability engineering have consisted of testing prod-
ucts at the end of the manufacturing phase to determine their lifecycle parameters. 
At this point it is, of course, too late to have much impact on those parameters. 

Reliability engineering tools help the design engineer work more efficiently 
and effectively in various ways:

• Mean time between failure (MTBF) values for existing products can
be determined and reasonable goals established.

• MTBF values for components and purchased parts can be
determined.

• Failure types and times of occurrence can be anticipated.

• Optimal break-in/burn-in times can be determined.

• Recommendations for warranty times can be established.
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• The impact of age and operating conditions on the life of the product 
can be studied. 

• The effects of parallel or redundant design features can be determined. 

• Accelerated life testing can be used to provide failure data. 

• Field failure data can be analyzed to help evaluate product 
performance.

• Concurrent engineering can improve the efficiency and effectiveness 
of product development by scheduling design tasks in parallel rather 
than sequentially. 

• Reliability engineering can provide information to individual teams 
about failure rates of their proposed components.

• Cost accounting estimates can be improved through the use of 
lifecycle cost analysis using reliability data.

• When management employs FMEA/FMECA techniques, reliability 
engineering provides essential input, as described in Chapter 6. 

5. FAILURE CONSEQUENCE AND LIABILITY MANAGEMENT

Use liability and consequence limitation 
objectives to determine reliability acceptance 
criteria, and identify development and 
test methods and verify and validate these 
criteria. (Application)

Body of Knowledge I.A.5

Reliability analysis provides estimates of the probability of failure. The reliability 
engineer must go beyond these calculations and examine the consequences of fail-
ure. These consequences typically represent costs to the customer. The customer 
finds ways of sharing these costs with the producer through the warranty system, 
loss of business, decrease in reputation, or the civil litigation system. Therefore, an 
important reliability function is the anticipation of possible failures and the estab-
lishment of reliability acceptance goals that will limit their occurrence and conse-
quent costs. Once component, product, and system reliability goals have been set, 
a testing protocol should be implemented to provide validation that these goals 
will impact the failure rates and the associated consequences as planned. These 
reliability goals typically impose specifications on the product. In anticipation of 
the start of production, reliability engineers provide further testing procedures to 
provide verification that these specifications are being met.

 Chapter 1: A. Strategic Management 7
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8 Part I: Reliability Management

6. LIFE-CYCLE COST PLANNING

Determine the impact of failures in terms 
of service and cost (both tangible and 
intangible) throughout a product’s life-cycle. 
(Analysis)

Body of Knowledge I.A.6

Reliability engineering techniques help quantify the “pay me now or pay me 
later” concept. The goal is to determine the reliability level that will minimize the 
total lifecycle cost of the product. The lifecycle cost of a product includes the cost 
to purchase, operate, and maintain the product during its useful lifetime. In some 
cases, such as automotive products, where the customer seldom keeps the product 
for its entire useful lifetime, costs associated with depreciation may be factored 
into lifecycle costs.

The real cost of failures is frequently underestimated. If a 90-cent natural gas 
valve component fails to function, the cost may far exceed the 90-cent replace-
ment cost. 

Reliability engineers take the long-term view and develop cost-effective ways 
to reduce lifecycle costs. These may range from design techniques such as redun-
dancy and derating to specification of manufacturing parameters such as burn-in 
time.

Increased reliability sometimes means increased manufacturing cost and sell-
ing price. Properly implemented, however, the result will be a decrease in lifecy-
cle cost. Consider, for instance, a national truck line who discovered that its most 
frequent cause of vehicle downtime was loss of a headlight bulb. This entailed 
stopping the truck at the side of the road and summoning a repair vehicle from 
the nearest company depot. The resultant delay caused late deliveries and dissat-
isfied customers. The trucking company determined that a much more reliable 
bulb reduced lifecycle costs even though the new bulb had a considerably higher 
initial purchase price and required retrofitting a step-up transformer to obtain 
the required voltage. The company now specifies the more reliable bulb for new 
truck purchases. In this case the truck manufacturer can be faulted for producing 
a product that didn’t have the lowest lifecycle cost.

As component and product design decisions are made, the reliability engineer 
can aid in calculating the cost–benefit relationships by providing life expectancies 
for various design options.
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7. CUSTOMER NEEDS ASSESSMENT

Describe how various feedback mechanisms 
(e.g., QFD, prototyping, beta testing) 
help determine customer needs and 
specify product and service requirements. 
(Comprehension)

Body of Knowledge I.A.7

The current emphasis on listening to the voice of the customer (VOC) applies to 
internal as well as external customers. There is no substitute for close, face-to-face 
communication with those to whom products and services are provided. A num-
ber of tools can be used for measuring customer needs and desires. 

The most elementary tool is the customer satisfaction survey. It has the advan-
tage of being the simplest to use. The data obtained from such surveys are often 
of questionable validity due to the nonrandom nature of responses. Another dis-
advantage of such surveys is they tend to be reactive rather than proactive. Some 
of the most innovative products and services were developed in anticipation of 
perceived needs rather than in response to them. Automotive pioneer Henry Ford 
once said, “If I’d asked people what they wanted, they would have said ‘a faster 
horse.’ ” The following techniques represent attempts to anticipate customer reac-
tion as part of the product and service design process.

Prototyping 

This is the process of building a preliminary model of the product or service for 
the purpose of determining design features, reliability, usability, and user reac-
tions. Examples:

• A supplier provides a model of a proposed oil filter to an automotive
company so ease of filter changes can be determined.

• A hardware manufacturer provides a sample of proposed door hinges
for laboratory reliability testing.

Production of prototypes provides the design team with a three-dimensional 
object they can examine and in some cases run through reliability tests. The main 
disadvantage of prototyping is the cost.

The term rapid prototyping is sometimes used to refer to a prototype that can 
be produced in a much shorter time than the standard production process, which 
may include die and fixture work. Researchers in the field point out, however, that 
the actual machining process in many cases is not very rapid. Some current work 
focuses on generating computer codes for a milling or turning machine from the 
data produced by a computer aided design (CAD) system. To date the resultant 
program produces a process that tends to be very slow in execution.

Chapter 1: A. Strategic Management 9
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10 Part I: Reliability Management

Quality Function Deployment 

Quality function deployment (QFD) provides a process for planning new or rede-
signed products and services. The input to the process is the voice of the customer. 
The QFD process requires that a team discover the needs and desires of their cus-
tomer and study the organization’s response to these needs and desires. The QFD 
matrix aids in illustrating the linkage between the VOC and the resulting techni-
cal requirements. A quality function deployment matrix consists of several parts. 
There is no standard format matrix or key for the symbols, but the example shown 
in Figure 1.1 is typical. A map of the various parts of Figure 1.1 is shown in Figure 
1.2. The matrix is formed by first filling in the customer requirements ➀ which are 
developed from analysis of the VOC. This section often includes a scale reflecting 
the importance of the individual entries. The technical requirements are estab-
lished in response to the customer requirements and placed in area ➁. The sym-
bols on the top line in this section indicate whether lower (↓) or higher (↑) is better. 
A circle indicates that target is better. The relationship area ➂ displays the con-
nection between the technical requirements and the customer requirements. Vari-
ous symbols can be used here. The most common are shown in Figure 1.1. Area 
➃ is not shown on all QFD matrices. It plots comparison with competition for the 
customer requirements. Area ➄ provides an index to documentation concerning 
improvement activities. Area ➅ is not shown on all QFD matrices. It plots com-
parison with competition for the technical requirements. Area ➆ lists the target 
values for the technical requirements. Area ➇ shows the co-relationships between 
the technical requirements. A positive co-relationship indicates that both techni-
cal requirements can be improved at the same time. A negative co-relationship 
indicates that improving one of the technical requirements will make the other 
one worse. The “column weights” shown at the bottom of the figure are optional. 
They indicate the importance of the technical requirements in meeting customer 
requirements. The values in the column weights row are obtained by multiplying 
the value in the “Importance” column in the customer requirements section by 
values assigned to the symbols in the relationship matrix. These assigned values 
are arbitrary, and in the example a strong relationship was assigned a 9, moderate 
3, and weak 1.

The completed matrix can provide a database for product development, serve 
as a basis for planning product or process improvements, and suggest oppor-
tunities for new or revised product or process introductions.

The customer requirements section is sometimes called the “what” informa-
tion while the technical requirements section is referred to as the “how” area. 
The basic QFD product planning matrix can be followed with similar matrices for 
planning the parts that make up the product and for planning the processes that 
will produce the parts. See Figure 1.3. 

If a matrix has more than 25 customer voice lines it tends to become 
unmanageable. 

The release of a preliminary version of a product to a restricted set of users 
has come to be known as beta testing. A principal advantage of this technique is 
the exposure of the product to a larger audience with varied needs and levels of 
expertise who might detect flaws that inhouse (alpha) testing missed. The custom-
ers entrusted with the early designs are expected to report good and bad  features 
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and recommendations to the development team. This frequently results in the 
identification of potential corrections and improvements that can be factored into 
the final version. Beta testing tends to be more important with complex products 
for which unusual combinations of usage circumstances may not be envisioned 
by designers.

Co-relationships
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= Target is bestDirection of improvement
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Figure 1.1 Example of a quality function deployment (QFD) matrix for an animal trap.
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12 Part I: Reliability Management

Co-relationships

Technical requirements

Customer
requirements

Relationship matrix Comparison
with

competition

Action
notes

Comparison with
competition

Target values

1 3

6
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4 5

Figure 1.2 Map to the entries for the QFD matrix illustrated in Figure 1.1.
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Figure 1.3 Sequence of QFD matrices for product, part, and process planning.
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8. PROJECT MANAGEMENT

Interpret basic project management tools 
and techniques, such as Gantt chart, PERT 
chart, critical path, resource planning, etc. 
(Comprehension)

Body of Knowledge I.A.8

Reliability engineers are involved in project teams in various ways. They may be 
called on to support design projects, provide assistance to supplier selection or 
failure mode and effects analysis (FMEA), or be involved in other projects where 
their expertise is needed. In each case an understanding of project management 
tools is essential. 

Project management can be a daunting task for the reliability engineer because 
in addition to manipulating formulas and analyzing data, the project manager 
must find ways to get the best efforts from people. The tools outlined in this sec-
tion are those most frequently employed. Complex projects often use one or more 
of these tools, sometimes using software packages designed to streamline record 
keeping.

Project Management Tools

The Gantt chart for a reliability project is illustrated in Figure 1.4. Project tasks are 
listed on the left-hand side of the chart. Extending to the right of each task is the 

Week numberTask

A. Finalize prototype design

B. Fabricate prototype

C. Construct test fixture

D. Conduct tests

E. Analyze test data

F. Produce report

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16.5

Figure 1.4 Example of a Gantt chart.
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14 Part I: Reliability Management

estimated time frame during which the task will be completed. The time reference 
is given along the top of the chart. In Figure 1.4 the time is shown in weeks from 
the beginning of the project; an alternative would be to show actual dates. Note 
that task C can’t begin until one week after task B begins.

The chart may be updated during the project to show actual progress. Some 
Gantt charts list project milestones in addition to activities. Gantt charts provide 
an efficient format for measuring the progress of a project, but time dependencies 
between activities aren’t as visually delineated as they are in the tools to be dis-
cussed in the next few paragraphs.

The following diagrams show, with increasing sophistication, the time depen-
dencies between various activities. Figure 1.5 shows the activity network diagram 
(AND) for the reliability project introduced in Figure 1.4. This figure indicates that 
task A must competed before tasks B or C can be started and that these two tasks 
must be completed before task D can be begun, and so on.

Although authors differ on the information that should be contained in vari-
ous project diagrams, the critical path method (CPM) diagram usually adds the time 
required to complete each task. This addition facilitates the identification of the 
critical path. 

The critical path is defined as the set of activities that requires the longest 
time. The CPM diagram for the project shown in Figure 1.4 is depicted in Figure 
1.6. In Figure 1.6 the critical path is shown with bold arrows. It includes task C 

A D E F

B

C

Figure 1.5 Example of activity network diagram (AND) for the project shown in Figure 1.4.

A. Finalize
prototype

design
(2 weeks)

D. Conduct
tests

(9 weeks)

E. Analyze
test data
(1 week)

F. Produce
report

(1.5 weeks)

C. Construct
test fixture
(2 weeks)

B. Fabricate
prototype
(2 weeks)

Figure 1.6  CPM diagram of project management chart for the reliability project shown 
in Figure 1.4.
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rather than task B because, as shown in Figure 1.4, task C does not begin until one 
week later than task B. The length of the critical path in this case is 16.5 weeks. 
Software packages are available that can identify and calculate the length of the 
critical path.

A program evaluation and review technique (PERT) chart provides even more 
information about the project and its activities. The PERT chart for the project in 
Figure 1.4 is illustrated in Figure 1.7. For each step, the chart displays the earli-
est and latest beginning and ending times. The latest times are those that can be 
maintained without changing the time for the critical path.

Five time values are given for each task. The key to these values is given in the 
lower right-hand corner of Figure 1.7. The earliest times are determined using a 
left-to-right pass through the project tasks beginning with time zero for the earli-
est starting time for the first task. The earliest finish time is found by adding the 
time required to complete the task to the earliest start time. Note that the earliest 
start time for task C is one week after the earliest start time for task B, as indicated 
in Figure 1.4. The latest times are determined using a right-to-left pass. The lat-
est finish time for the last task is defined as the length of the critical path, 16.5 in 
this example. The latest start time for each task is found by subtracting the time 
required to finish the task from the latest finish time. Slack time for an activity is 
defined as

Slack time = latest start time – earliest start time.

If the latest finish time for a task on the critical path is exceeded, the length of 
the critical path will be exceeded unless a decrease in a later task time can be 
arranged. 

A 0 2

2 0 2

D 5 14

9 5 14

E 14 15

1 14 15

Earliest start time

Task name

Task time requirement

Latest start time Latest finish time

Earliest finish time

X X X

X X X

F 15 16.5

1.5 15 16.5

C 3 5

2 3 5

B 2 4

2 3 5

Figure 1.7 PERT chart for the project shown in Figure 1.4.
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16 Part I: Reliability Management

These project management tools have been found to be useful in various 
ways:

• Individual activities can be diagrammed.

• The charts can help summarize proposed projects to executive groups.

• Projects can be tracked and evaluated using the charts.

• Project final reports can reference the charts as part of their
documentation.
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Chapter 2

B. Reliability Program Management

1. TERMINOLOGY

Identify and define basic reliability terms 
such as MTTF, MTBF, MTTR, availability, 
failure rate, dependability, maintainability, 
etc. (Analysis)

Body of Knowledge I.B.1

The mean life of a product is the average time to failure of identical products operat-
ing under identical conditions. Mean life is also referred to as the expected time to 
failure. Mean life is denoted by mean time to failure (MTTF) for nonrepairable prod-
ucts and mean time between failures (MTBF) for repairable products. The reliabil-
ity engineer should exercise care in the use of the terms MTBF and MTTF. These 
terms are usually used when the underlying failure distribution is the exponen-
tial and the failure rate is constant. The relationships given in the remainder of 
Chapter 2 are based on this assumption. MTTF and MTBF are often denoted with 
the letter m or the Greek theta (q ). “Time” as used here refers to some measure 
of life units for the product. In the case of automotive products, the life units may 
be miles. In other equipment, life units may be cycles, rounds fired, and so forth. 
Some documents, for instance, replace MTBF with MCBF (mean cycles between 
failures).

For a particular set of failure times, the mean life is obtained by averaging the 
failure times. This value serves as an estimate for q and is sometimes denoted q̂ .

If n items are tested to failure the general formula is

MTTF = = ∑q̂
t

n
i

where ti’s are failure times.

Part I.B
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18 Part I: Reliability Management

Example 2.2 shows the approach to use if repairable items are repaired and placed 
back on test.

The general formula for the situation where a number of repairable items are 
tested for a given amount of time with failed items being promptly replaced is

MTBF = nm
r

where

n = number of items

m = number of hours in the test

r = number of failures

Censored Data

There are four types of failure data:

 1. Exact failure times, in which the exact failure time is known. Example 2.1 
illustrates this type of data.

 2. Right-censored data, in which it is known only that the failure happened 
or would have happened after a particular time. This occurs if an item is 
still functioning when the test is concluded.

EXAMPLE 2.1

Ten randomly selected nonrepairable products are tested to failure and their failure 
times in hours are:

132 140 148 150 157 158 159 163 163 168

MTTF = + + + + + + + + +132 140 148 150 157 158 159 163 163 1688
10

153 8= . hours

EXAMPLE 2.2

Suppose 100 repairable items are tested for 1000 hours each and failed items are 
promptly repaired and returned to the test. Suppose 25 failures occurred during the 
test. Then,

MTBF hours.= ≈ = =q q̂ ,100 000
25

4000
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 3. Left-censored data, in which it is known only that the failure happened 
before a particular time. This occurs if the items are not checked prior 
to being tested but are periodically examined and a failure is observed 
at the first examination. 

 4. Interval-censored data, in which it is known only that the failure 
happened between two times. For example, if the items are checked 
every five hours and an item was functioning at hour 145 but had failed 
sometime before hour 150.

Note to Minitab users: If the data have exact failure times and right-censored data, 
use Minitab’s right-censoring functions. If the data have exact failure times and 
a varied censoring scheme including right censoring, left censoring, and interval 
censoring, use Minitab’s arbitrary censoring functions. 

The mean time to repair (MTTR) is the average time it takes to return the prod-
uct to operational status. 

Failure rate is the reciprocal of the mean life. Failure rate is usually denoted by 
the letter f or the Greek letter lambda (l). So

l = 1
MTBF

or

l = 1
MTTF

and, of course,

MTBF = 1
l

and

MTTF = 1
l

.

Availability can be defined as the probability that a product is operable and in a 
committable state when needed. In other words it is the probability that an item 
has not failed or is not undergoing repair. This measure takes into account an 
item’s reliability and its maintainability. Another way to express this is the pro-
portion of time a system is in a functioning condition. This can be written as the 
fraction

A =
total time a functional unit is capable of beiing used during a given interval

the length of tthe interval
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20 Part I: Reliability Management

If the product is repairable and needs no preventive maintenance, and if repair 
can begin immediately when failure occurs, availability can be defined as

A =
+

MTBF
MTBF MTTR

.

A more general formula for availability can be written as the ratio of the average 
value of the uptime of a system to the sum of the average values of uptime and 
downtime:

Availability
Average uptime

Average uptime Average
=

+ ddowntime

Dependability is a very similar concept. It is defined as the probability that a prod-
uct will function at a particular point in time during a mission.

Maintainability is the probability that a failed product will be repaired within 
a given amount of time once it has failed. Thus, maintainability is a function of 
time. If there is a 95 percent probability that a product will be operable within 
three hours, then M(3) = .95. In defining maintainability it is necessary to describe 
exactly what is included in the maintenance action. The following items are 
 typical: diagnosis time, part procurement time, teardown time, rebuild time, and 
verification time.

Preventive maintenance, that is, the replacement, at scheduled intervals, of 
parts or components that have not failed rather than waiting for a failure, is fre-
quently more cost-effective. Preventive maintenance reduces the diagnosis and 
part procurement times and thus may improve maintainability.

2. ELEMENTS OF A RELIABILITY PROGRAM

Use customer requirements and other 
inputs to develop a reliability program 
including elements such as design for 
reliability, progress assessment, FRACAS, 
monitoring and tracking components, 
customer satisfaction and other feedback, 
etc. (Evaluation)

Body of Knowledge I.B.2

A reliability program should impact many functions in an enterprise, includ-
ing research, purchasing, manufacturing, quality assurance, testing, shipping, 
and field service, among others. In order to accomplish this a reliability program 
should have the following elements:
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 1. Established reliability goals and requirements. The general goal of 
reliability efforts is to delight customers by increasing the reliability 
of products. The reliability program accomplishes this goal by 
establishing reliability goals and meeting them. Customer input and 
market analysis typically determine minimum reliability requirements. 
In general, consumers have rising expectations for reliability. The 
minimum reliability requirements are time dependent because 
reliability changes throughout the life of the product. 

 2. Product design. The reliability program must have a mechanism 
for translating the minimum reliability requirements into design 
requirements. Reliability requirements should be documented 
for each stage of a product’s design and for all subsystems and 
components. 

 3. Process design. As the product design firms up, attention can shift 
toward the design of the processes that will produce it. Reliability 
requirements must be finalized for components, whether inhouse or 
from suppliers. These requirements must be linked to manufacturing 
process parameters by determining what processes and what settings 
will produce components with the required reliability.

 4. Validation and verification. As either prototypes or the first production 
pieces become available, the reliability program must facilitate tests 
that are conducted to validate that the reliability requirements 
do indeed produce the desired product reliability. When these 
requirements have been validated it is necessary to verify that 
the production processes can produce products that meet these 
requirements.

 5. Post-production evaluation. The reliability program must make 
provisions for collecting and analyzing data from products during 
their useful life:

 a. Random samples from regular production should be collected and 
tested for reliability.

 b. Customer feedback should be actively solicited and analyzed.

 c. Field service and warranty records should be studied.

 6. Training and education. Although listed last this is certainly not the 
least important element of a reliability program. No reliability 
program can succeed without a basic understanding of its elementary 
concepts by people at all levels. Support from key managers is 
essential because their cooperation is needed for the testing and 
analysis process. Top-level management must see the importance of 
the program to the success of the enterprise. So this element of the 
reliability program must sometimes be given first priority if the rest 
of the program is to succeed.
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22 Part I: Reliability Management

3. PRODUCT LIFE-CYCLE AND COSTS

Identify the various life-cycle stages and 
their relationship to reliability, and analyze 
various cost-related issues including product 
maintenance, life expectation, duty cycle, 
software defect phase containment, etc. 
(Analysis)

Body of Knowledge I.B.3

Product Lifecycle

Reliability engineers identify three stages in the lifecycle of a product:

 1. The first stage is referred to variously as the early failure stage, the 
infant mortality stage, or the decreasing failure rate stage. The failures 
that occur during the early failure stage are usually associated with 
manufacturing rather than design. Examples of causes of failure include 
inadequate test or burn-in time, poor quality control, poor handling, 
weak materials or components, and human error in fabrication or 
assembly. Ideally, all these failures should occur in-house and be 
corrected before the customer takes possession.

 2. The second stage is called the constant failure rate stage, the random 
causes stage, or the useful life stage. During the useful life stage the 
failure rate is approximately constant. Note that the failure rate is not 
necessarily zero. During this stage the failures have random causes and 
can’t usually be assigned to production problems. Reducing the failure 
rate during this stage usually requires changes in product design.

 3. The third stage is called the wear-out stage, fatigue stage, or the 
increasing failure rate stage. The wear-out stage is characterized 
by an increasing failure rate over time. These failures are caused by 
product or component fatigue.

These stages are depicted in the bathtub curve, illustrated in Figure 2.1.
Note: although the useful life stage is sometimes referred to as the random 

causes stage, random causes are generally present during all three stages.
Knowing the locations of the three stages of the bathtub curve can help answer 

important questions such as:

• Is the quality control system doing a good job?

• What is the optimum break-in/burn-in time?

• What is the optimum warranty period?

• What are the optimum replacement times for various components?
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• What are the spare parts requirements?

• Is the preventive maintenance schedule optimized?

• Is the failure rate during the useful life stage low enough to meet 
customer expectations?

Each of these items relates to costs in some way, so insight gained from the bath-
tub curve can have a direct impact on financial performance.

Data are used to determine the shape of the bathtub curve, including locating 
the boundaries between the stages. Reliability engineers try to change the curve 
by improving the product. They typically do one or more of the following:

 1. Improve the early failure phase by shortening its length and giving it 
a flatter slope. This is usually accomplished by studying the processes 
used by the company and/or its suppliers to see where tighter control 
of process parameters is needed.

 2. Improve the useful life stage by decreasing the constant failure rate. 
Failure data are studied to determine the most frequent failure types. 
Reliability engineers work with product/process engineers to find 
changes that will decrease the failure rate.

 3. Improve the wear-out stage by delaying its onset and flattening the 
curve. The timing and steepness of the failure rate curve is generally 
a function of design. However, the wear-out phase can often 
be postponed somewhat and its slope reduced by more aggressive 
preventive maintenance and component replacement schedules.

During the useful life (constant failure rate stage) of the product the formula for 
product reliability is

R t e t( ) = −l

where t is the time elapsed and l is the constant failure rate.

Early failure
stage Useful life stage

Wear-out
stage

Fa
ilu

re
 r

at
et

 k

Time

Figure 2.1 The reliability bathtub curve.
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Reliability Engineering for Software Products 

The reliability effort for software products consists of two general phases: 

• Error prevention

• Fault detection and removal

The software package is written, then tested against predetermined criteria. Typi-
cally, a relatively large number of faults are identified in the early stages of test-
ing, and as this phase continues, the number of faults decreases. At some point the 
product is released to customers, at which point faults continue to crop up, some-
times at a higher rate than before release. The software package may continue to 
be used until other considerations force its obsolescence. The typical reliability 
curve for a software product is shown in Figure 2.2.

Software reliability engineering attempts to improve the reliability curve in 
Figure 2.2 by reducing the time and effort involved in the test phase (defect phase 
containment) and lowering the failure rate during the useful life of the product. 
Obviously, it is better to prevent errors than to detect faults. Many errors can be 

EXAMPLE 2.3

A batch of 364 light bulbs has a constant failure rate of .000058 failures per hour. Find 
the reliability after 1500 hours of service. About how many bulbs have burned out at the 
end of the 1500-hour period?

Solution:
R(1500) = e–(.000058)(1500) ≈ .917

This indicates that about 91.7 percent of the bulbs are still functioning and 8.3 percent 
have burned out. 364(.083) ≈ 30 of the bulbs have burned out.

Test
phase

Useful lifetime
(assuming continuous

improvement)

Fa
ilu

re
 r

at
e

Time

Figure 2.2 Reliability curve for a typical software product.

Pa
rt

 I.
B

.3



prevented by designing thorough requirements prior to code development. The 
requirements should be stated in terms of imperatives—statements that command 
that something must occur. Weak phrases that can be interpreted in more than 
one way should be eliminated from a requirements document. There should be 
no incomplete requirements of the “to be determined” (TBD) or “to be supplied” 
(TBS) type. In addition, the requirements should be structured much like a good 
modular quality program. Developing a high-quality requirements document is 
worth the effort.

A software team that begins with a good set of requirements can still intro-
duce errors, of course. General rules for software code include:

• Make it modular.

• Keep it simple—excess complexity is difficult to debug and maintain. 
(Sometimes referred to as the Shirley Temple rule: “Don’t be too cute.”)

• Provide copious documentation and comments.

The testing protocol must test every requirement at least once. Adequate resources 
must be provided to allow for complete testing. 

4. DESIGN EVALUATION

Plan and implement product and process 
design evaluations to assess reliability at 
various life-cycle stages using validation, 
verification, or other review techniques. 
(Evaluation) 

Body of Knowledge I.B.4

The reliability engineer performs evaluation functions in each step of the design 
process.

Concept

As the earliest design parameters are established, preliminary estimates of reli-
ability requirements should be made. 

Design Team Effort

As the more formal design phase is initiated, the reliability engineer should be 
prepared to provide the team with guidance and judgment regarding various 
options. Data on the reliability of proposed components and the implications for 
product reliability should be documented for the team at each design refinement. 
The allocation of reliability requirements to various subsystems and components 
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should also be studied. The underlying mind-set must be to formally study every 
potential failure and establish cost-effective ways of preventing them. The two 
general approaches to failure prevention are fault tolerance and fault avoidance. A 
fault-tolerant approach requires design of redundant systems so that a fault does 
not result in a failure. Dual master cylinders in an automotive braking system 
is an example of a fault-tolerant system. The fault-avoidance approach requires 
designing the product with components that are sufficiently reliable to guaran-
tee the minimum product reliability. This may be accomplished, for example, by 
using heavier structural pieces, more reliable components, derating, and other 
techniques. Reliability growth during the design process should be documented. 
The customer’s lifecycle cost for the product can be minimized by establishing 
optimum reliability levels and implementing systems for obtaining them. 

Design Review

Reliability engineers should provide the design team with data from testing of 
the final version of the product, validating that the design meets the reliability 
requirements. 

Preproduction

Alternative manufacturing processes and parameters should be studied for their 
impact on reliability in order to meet or exceed design requirements. 

Production

A testing program should be established to verify that production output meets 
reliability requirements. 

Postproduction

Once a product is released for production, a system for follow-up should be in place 
so that any failures, in-house or in the field, can be studied. One approach to doing 
this is known as failure reporting, analysis, and corrective action system  (FRACAS). A 
system that permits traceabilty of individual components helps establish sources 
of failure due to design, production, service, customer misuse, and so on. The 
thrust should be not to fix the blame but to fix the problem.

Thorough, documented design requirements help assure customer satisfac-
tion. The purpose of design evaluation is to verify that the product meets the 
requirements at each design stage. The aspects of the requirements relating to 
product reliability mandate special attention because the issue is not merely “does 
it work?” but rather “how long will it work and under what conditions?” A strong 
program of testing and documentation can help avoid disappointed customers. 

Four types of evaluation are listed below:

 1. Environmental stress screening. The unit is exposed to the most severe 
design environmental stresses. In some cases accelerated life testing 
may be used (see Chapter 11 for details). The purpose is to identify 
weak components.
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 2. Reliability development/growth tests. A series of tests conducted 
periodically from design through production phases to demonstrate 
the impact of corrective actions on reliability.

 3. Reliability qualification tests (also called reliability demonstration 
tests). Conducted on a sample from production to determine whether 
production units meet reliability requirements. These tests serve as a 
basis for production approval.

 4. Production reliability acceptance tests. A periodic test during production 
to determine whether the output continues to meet reliability 
requirements.

5. REQUIREMENTS MANAGEMENT

Describe how requirements management 
methods are used to help prioritize 
design and development activities. 
(Comprehension)

Body of Knowledge I.B.5

Design requirements, as determined by the marketplace, customer input, organi-
zational objectives, and other sources, must often be prioritized. A classic example 
is the NASA motto of the 1990s, “faster—better—cheaper,” to which the engineers 
famously replied, “We can do any two.” 

An effective tool for managing requirements is the QFD matrix discussed 
in Chapter 1. Figure 1.2 shows that the customer requirements are listed in the 
area labeled ➀. The design team then lists the technical requirements in area ➁, 
which it plans to use to satisfy these customer requirements. Meeting a customer 
requirement is often a matter of degree, and in some cases may conflict with 
other requirements. For instance, in the example shown in Figure 1.1, it may be that 
the bait that best meets the first requirement, “Animal will be lured,” is not the best 
bait for the third requirement, “Won’t attract insects.” These conflicts are shown 
as negative co-relationships in the triangular matrix at the top of the diagram.

The design team uses the QFD matrix to help manage the requirement con-
flicts in a number of ways:

• The team may use the “Action” column to specify design activity. For 
example, “Find a bait with an animal attractiveness greater than 1.1 cs 
and an insect attractant number greater than 14 rn.”

• The “Importance” column shown in Figure 1.1 provides prioritization 
guidelines.

• The “Comparison with competition” charts give the team guidance. 
If the product is already far ahead of the competition in meeting one 
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requirement and far behind in meeting a conflicting requirement, it 
may be prudent to produce a design that works toward meeting the 
latter. This strategy must be used carefully because the competition is 
seldom a fixed target.

Meeting reliability design requirements within time and resource constraints 
requires an efficient testing and documentation program. The tasks associated 
with the program must be accomplished in synchronization with other design, 
development, and manufacturing functions. These tasks must be given adequate 
priority at each stage of design if unpleasant late-term surprises are to be avoided. 
The reliability engineer should provide the project manager with time/resource 
needs during the project planning phase. The project manager is typically respon-
sible for assuring that these needs are fulfilled at the appropriate stages.

6. RELIABILITY TRAINING PROGRAMS

Demonstrate the need for training, develop 
a training plan, and evaluate training 
effectiveness. (Application) 

Body of Knowledge I.B.6

Reliability tends to be poorly understood. Many educated and experienced people 
don’t see much deeper than warranty metrics. Customers, however, are very sen-
sitive to reliability issues and tend to have rising expectations. If the enterprise as 
a whole works from a mind-set of “Does it work?” rather than “How long will it 
work?” disaster can be predicted.

This situation calls for introductory training for almost all employees and a 
series of follow-up courses as needed by various specialties. Here is a possible 
training program:

 1. An introductory course to be taken by almost all personnel should begin 
with definitions of reliability terms and move through the standard 
example of “1000 light bulbs are tested to failure with the following 
failures in each 100-hour block of time . . . ” so that participants can see 
the bathtub curve and understand its implications. This course should 
cover the reciprocal relationship between failure rate and MTTF/MTBF. 
Reliability block diagrams with calculations for components in parallel 
and series configurations should be included.

 2. An advanced course, which should be taken by purchasing, sales, field 
service, and all people with quality assurance responsibilities, should 
cover reliability distributions. This course should also cover the 
relationship between the failure rate curve, the probability density 
function (PDF), and the reliability curve for various situations. The 
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basics of reliability testing as practiced by the organization should be 
included in this course.

3. An intensive follow-up course for reliability technicians and the entire
design community should cover the use of a reliability software package
and fitting failure data to a reliability distribution. This course should
cover an in-depth investigation into reliability testing, data analysis, and
standard reporting techniques.

4. A reliability engineering course covering the material specified for ASQ’s
reliability engineering certification (CRE).

Training Metrics

The evaluation of training programs can be considered on three levels:

1. Can the participants parrot back the definitions and calculations?

2. Do the participants use the course concepts in their work?

3. Is product reliability and customer satisfaction improved?

Each of these questions is harder to answer yet more important than the previous 
one, and the only one that really counts is number three. 

Training Deployment

How should the reliability engineer, whose principal skills tend to be technical, 
implement a training program?

• If the organization has a formal training program, the best approach is
to get the reliability courses incorporated into that structure. It may be
necessary to give the training department assistance in building the
coursework and even conducting the courses.

• Absent a formal training program, it is recommended that the people
with reliability responsibilities put the courses together and invite
appropriate personnel to attend. Support from key management
people is, of course, essential.
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Chapter 3

C. Product Safety and Liability

1. ROLES AND RESPONSIBILITIES

Define and describe the roles and 
responsibilities of a reliability engineer 
in terms of safety and product liability. 
(Application)

Body of Knowledge I.C.1

Producing a product that is safe must be a top priority for every organization. 
The responsibility of the reliability engineer in meeting this priority includes the 
following:

1. Collecting and analyzing data regarding failures and failure rates.

2. Presenting those data and analyses in an understandable format.

3. Making sure that the key decision makers have an understanding of
the analyses.

In discharging these responsibilities the following are among the additional items 
that must be considered:

1. Could the failure of the product cause some chain of events with
safety/liability implications?

Example: The product is installed as part of a system in which the failure
of the product was not contemplated in system design.

2. What aspects of the product could possibly cause safety/liability
hazards even though the product hasn’t failed?

Example: During normal maintenance the product must be partially
disassembled, which may expose energized electrical conductors.

3. What misuse of the product might cause safety/liability issues?
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  Examples: The product, when stacked more than three high for 
shipping, can cause damage to nearby items. If the product is exposed 
to temperatures below –15°F, the seals will fail. If the product is not 
installed within one degree of level, it presents possible hazards. If the 
pH of the solvent used in the product is below 3.2, the product will 
develop hazardous leaks. The product, when used on a windy day, 
functions correctly but endangers downwind organisms.

4. Can the final disposition of the product present safety/liability
issues?

Example: The product, when crushed for recycling, releases gases
that produce a reaction in some people.

5. Can the malfunction of other parts of the system cause safety/liability
issues for the product?

Example: The product, when exposed to fluid pressures outside its
operating range, will act unpredictably.

6. What is the impact of government regulation, current or contemplated,
on safety/liability issues?

Example: Several states are contemplating legislation that will declare
the metallurgical content of a component hazardous.

7. Does the product design compromise the reliability of components?

Example: An electronic component has an acceptable reliability based
on a minimum level of air circulation, but its enclosure is not properly
ventilated.

8. Are components purchased from a supplier reliable?

Example: An item has been sent out for powder coating. The coating
has failed, exposing the item to corrosive fumes.

Part of the reliability engineer’s function is to keep issues such as these before 
management. Management also must be made aware of options, including 
more robust components and redundant design elements, that will reduce or miti-
gate product failure. 

2. ETHICAL ISSUES

Identify appropriate ethical behaviors for 
a reliability engineer in various situations. 
(Evaluation)

Body of Knowledge I.C.2
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The ASQ Code of Ethics (found in Appendix B) provides useful guidelines. Some 
particularly significant excerpts are given below. In the following paragraphs, 
quotes from the Code of Ethics are shown in italics.

[I] Will do whatever I can to promote the reliability and safety of all products that come 
within my jurisdiction. This indicates that the reliability engineer’s responsibilities 
are not limited to crunching numbers and producing good analyses but include 
the promotion of product reliability and safety.

Example: A design team has decided on a more hazardous configuration 
against the recommendation of the reliability engineer. What should the reliabil-
ity engineer do? The engineer must answer the question “Have I done whatever 
I can to promote the reliability and safety of all products?” If the answer is “no,” 
then the code of ethics requires further action. 

Will be dignified and modest in explaining my work and merit.  This phrase requires 
that all who subscribe to this code of ethics recognize that their efforts should be 
expended on objective analysis of facts and not on self-promotion.

Will preface any public statements that I may issue by clearly indicating on whose 
behalf they are made. Engineers are frequently called on to apply their expertise to 
issues not directly related to their employer. These opportunities vary from  service 
on a committee in a professional organization to providing advice on public works 
projects. When it is necessary to issue a statement in this capacity, the code of 
 ethics requires a disclaimer separating one’s views from those of the employer. On 
the other side of the coin, when the engineer is asked to speak for the employer, the 
statement should make that fact clear as well.

Will inform each client or employer of any business connections, interests, or affilia-
tions which might influence my judgment or impair the equitable character of my services. 
Professionals of all types make value judgments as part of their responsibilities. 
This section of the Code of Ethics requires a conscious search to identify any con-
nections that might bias conclusions. In some situations, especially public service, 
any connection that could even be perceived as a conflict of interest should be 
divulged.

Will indicate to my employer or client the adverse consequences to be expected if my 
professional judgment is overruled. The reliability engineer is required to present 
both good news and bad news scenarios when making recommendations. This 
equips the decision maker with options, complete with the likely outcomes of each. 
If hypothesis tests were used to reach conclusions, the significance level should be 
disclosed. For sampling reports the confidence level and margin of error should 
be included. (See Chapter 5 for a discussion of these concepts.)

Will not disclose information concerning the business affairs or technical processes of 
any present or former employer or client without his consent. This clause says that even 
in the absence of a confidentiality agreement, the individual is honor bound to act 
as if one is in place. As a practical matter it may be advisable to have a signed state-
ment from the former employer or client releasing the information.

Will take care that credit for work of others is given to those whom it is due. This 
clause requires action on the part of the person preparing or presenting a report. 
Rather than leaving the report uncredited, which might imply that the credit is 
due the presenter, the “take care” phrase requires an acknowledgment of those 
involved. If a team is due credit, the team members should usually be named.
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The entire ASQ Code of Ethics should be studied and used as a basis for action 
by all in this field.

3. SYSTEM SAFETY PROGRAM

Identify safety-related issues by analyzing customer 
feedback, design data, field data, and other 
information sources. Use risk assessment tools such 
as hazard analysis, FMEA, FMECA, PRAT, FTA, etc., to 
identify and prioritize safety concerns, and identify 
steps to idiot-proofing products and processes to 
minimize risk exposure. (Analysis) 

Body of Knowledge I.C.3

A typical system safety program has three key elements:

 1. Identification of safety hazards. The reliability engineer must be innovative 
and diligent in the discovery of all possible ways that any failure, 
combination of failures, or other combination of circumstances would 
present a safety hazard to personnel. Warranty data and other forms 
of customer feedback should be analyzed. Product testing reports 
should include safety issues that may have emerged. All available 
product data should be searched for occurrence of safety hazards. In 
addition, if databases for similar products are available, these should 
also be studied.

 2. Risk analysis. The standard analysis techniques—failure mode and effects 
analysis (FMEA), failure mode, effects, and criticality analysis (FMECA), 
production reliability acceptance test (PRAT), fault tree analysis (FTA), 
success tree analysis (STA), failure reporting, analysis, and corrective 
action system (FRACAS)—are discussed in Chapter 17. These techniques 
can be used to estimate the risk associated with various events. It then 
becomes possible to establish a prioritized list that will provide guidance 
as the root causes are attacked and resolved.

 3. Correction and prevention. Chapter 16 discusses preventive and corrective 
action in general. In the case of safety hazards there is the additional 
urgency to avoid harm to personnel. In cases in which flaws in products 
or processes permit hazardous conditions to occur, engineering change 
requests (ECR) should be initiated. It is always necessary to consider 
human error. From one perspective, human error occurs because no 
system is in place to prevent it. In other words the onus is on the 
product/process design community to reduce or eliminate errors. 
Procedures for preventing/mitigating human error are variously 
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called idiot-proofing, mistake-proofing, poka-yoke, and zero quality 
control (ZQC). Human error tends to fall into the following categories: 
misunderstanding, misidentification, inexperience, inattention, and 
lack of standards. The ideal way to deal with human mistakes is to 
incorporate design elements that will prevent them from occurring 
or prevent their occurrence from causing defects. Principal types of 
mistake-proofing techniques include:

• Physical barriers to errors. (The round shaft won’t fit through the
square hole.)

• Visual reminders. (A photograph of correct and incorrect results
is better than a note on a print or a paragraph of text.)

• Use of automated equipment. (The conveyor will stop if the
microswitch detects an error.)

• Standardizing. (The operator takes the same action on a family
of parts.)

Often the best way to prevent reoccurrence of human error is to approach a person 
who has made the error with the question “How can we design a system that will 
make that error impossible to occur?”

Activity must be continuous in the three elements of the system safety pro-
gram. As the higher-priority hazards are corrected/prevented, action can focus on 
the lower-priority items.
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Chapter 4

A. Basic Concepts

1. STATISTICAL TERMS

Define and use basic terms such as 
population, parameter, statistic, random 
sample, the central limit theorem, etc., and 
compute expected values. (Application)

Body of Knowledge II.A.1

The probability that a particular event occurs is a number between 0 and 1 inclu-
sive. For example, if a lot consisting of 100 parts has four defectives, we would say 
that the probability of randomly drawing a defective is .04, or four percent. 

The word random implies that each part has an equal chance of being selected. 
If the lot had no defectives, the probability would be 0 or zero percent. If the lot 
had 100 defectives, the probability would be 1 or 100 percent.

Statisticians use the word mean in place of the word average. In the case of dis-
crete values the mean is also called the expected value or expectation. For the set of 
values x1, x2, . . . , xn the formula for the mean is

x

n
i∑ .

The mean is called a measure of central tendency. The symbol most often used for the 
mean is x–, pronounced “x-bar.” The median and mode are other measures of central 
tendency. The median is the middle number when the numbers are sorted by size. 
For example, the median of a sorted set of eleven values is the sixth from the end. 
If there are an even number of values, the median is the mean of the two middle 
values. The mode is the number in the list that appears most frequently. 

There are three frequently used measures of dispersion. The range of a set of 
numbers is obtained by subtracting the smallest value from the largest value. One 
of the disadvantages of using the range as a measure of dispersion is that it uses 
only two of the values in the data set, the largest and the smallest. If the data set 
is large, the range does not make use of much of the information contained in the 
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data. For this and other reasons, the standard deviation is frequently used to mea-
sure dispersion. The standard deviation can be found by entering the values of 
the data set into a calculator that has a standard deviation key. See the calculator 
manual for appropriate steps. 

Statistics texts sometimes refer to the sample variance, which has the rather 
ugly formula

Sample variance = ∑ −
−

( )
.

x x
n

2

1

One disadvantage of the variance is that, as the formula indicates, it is measured 
in units that are the square of the units of the original data set. That is, if the 
x-values are in inches, the variance is in square inches. If the x-values are in degrees 
Celsius, the variance is in square degrees Celsius, whatever that may be. For many 
applications it is useful to use a measure of dispersion that is in the same units as 
the original data. For this reason, the preferred measure of dispersion is the square 
root of the variance, which is called the sample standard deviation. Its formula is

Sample standard deviation = = ∑ −
−

s
x x
n

( )
.

2

1

The sample standard deviation is used to estimate the standard deviation of the 
data set by using a sample from that data set. In some situations it may be possible 
to use the entire data set rather than a sample. Statisticians refer to the entire data 
set as a population and its standard deviation is called the population standard devia-
tion, symbolized by the lowercase Greek sigma, s. It is common to use capital N to 
refer to the number of values in the population. The only difference in the formula 
is that the divisor in the fraction is N rather than n – 1.

Population standard deviation = ∑ −( )x
N
m 2

where m = population mean.
When using the standard deviation function on a calculator, care should be 

taken to use the appropriate key. Unfortunately there is not universal labeling 
among calculator manufacturers. Some label the sample standard deviation key 
sn–1 and the population key sn, while others use Sx and sx. Try entering the values 
2, 7, 9, 2 in a calculator and verify that the sample standard deviation rounds to 3.6 
and the population standard deviation rounds to 3.1. One of the uses of the stan-
dard deviation is to compare the amount of dispersion for two data sets. It also has 
applications in statistical inference.

To review the notation, in a statistical study the population is defined as the col-
lection of all individuals, items, or data under consideration. The part of the popu-
lation from which information is collected is called the sample. A random sample is 
chosen by selecting units for a sample in such a manner that all combinations of 
units under consideration have an equal or ascertainable chance of being selected 
as the sample. For example, if 1500 citizens are randomly selected from the United 
States and their heights are measured, the population would be all U.S. citizens 
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and the sample, in this case, a random sample, would be the 1500 who were selected. 
If the mean of those 1500 heights is 64.29, the conclusion is that the sample mean is 
64.29.

The value 64.29 is called a statistic, which is defined as a descriptive measure 
of a sample. The next step is to infer the mean height of the population, which is 
likely to be around 64.29. The actual population mean is called a parameter, which 
is defined as a descriptive measure of a population. So it can be said that a statistic 
is an estimated value of a parameter.

Different symbols are used to denote parameters and statistics. Parameters 
are usually denoted by Greek letters, and statistics are usually denoted by Latin 
letters. For instance the Greek letter mu (m) is used for the population mean and 
the Latin letter x with a bar above it (x–), pronounced x-bar, is used for the sample 
mean.

Censoring, a sampling topic important to reliability engineering, is discussed 
in the first section of Chapter 2. 

The Central Limit Theorem

A frequent question is the validity of x– control charts when the population is not 
normal. The control chart operates under the assumption that the region bounded 
by ±3s contains 99.7 percent of the points from a stable process. This assumes that 
the distribution of the points is normal. An important statistical principle called the 
central limit theorem comes to the rescue. It states that:

The distribution of sample averages is approximately normal even if the popu-
lation from which the sample is drawn is not normally distributed. The approxi-
mation improves as the sample size increases.

Because the x– chart plots averages, the central limit theorem says that normality is 
(approximately) guaranteed. This theorem should be kept in mind when selecting 
the sample size for x– charts. A sample size of less than five is appropriate only if 
the population is normal.

The central limit theorem supports three-sigma control limits for x– charts, 
but the principal reason for plotting averages rather than individual values is that 
the average is more sensitive to process shifts than the individual value. In other 
words, given a shift in the process average, the x– chart is more likely to detect it 
than the individuals chart. 

2. BASIC PROBABILITY CONCEPTS

Define and use basic probability concepts 
such as independence, mutually exclusive, 
complementary and conditional probability, 
joint occurrence of events, etc., and compute 
expected values. (Application)

Body of Knowledge II.A.2
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Complementation Rule

The probability that an event A will not occur is given by the formula

1 – (the probability that A does occur). 

Stated symbolically, P(not A) = 1 – P(A). Some texts use other symbols for “not A,” 
including –A, ~A, and sometimes A

–
.

Special Addition Rule

Suppose a card is randomly selected from a standard 52-card deck. What is the 
probability that the card is a club? Since there are 13 clubs, P(♣) = 13/52 = .25. What 
is the probability that the card is either a club or a spade? Since there are 26 cards 
that are either clubs or spades, P(♣ or ♠) = 26/52 = .5. Therefore it appears that P(♣ 
or ♠) = P(♣) + P(♠), which, generalized, becomes the special addition rule:

P(A or B) = P(A) + P(B)

Caveat: use only if events A and B cannot occur simultaneously.

The General Addition Rule

What is the probability of selecting either a king or a club? Using the special addi-
tion rule:

P K or P K P♣( ) = ( ) + ♣( ) = + =4
52

13
52

17
52

This is incorrect, because there are only sixteen cards that are either kings or clubs 
(the thirteen clubs plus K♦, K♥, and K♠). The reason that the special addition rule 
doesn’t work here is that the two events (drawing a king and drawing a club) can 
occur simultaneously. We’ll denote the probability that events A and B both occur 
as P(A & B). This leads to the general addition rule:

P(A or B) = P(A) + P(B) – P(A & B)

The special addition rule has the advantage of being somewhat simpler, but its 
disadvantage is that it is not valid when A and B can occur simultaneously. The 
general addition rule, although more complex, is always valid. For the above 
example,

P K & ♣( ) = 1
52

since only one card is both a K and a club. To complete the example:

P K or P K P P K &♣( ) = ( ) + ♣( ) − ♣( ) = + − =4
52

13
52

1
52

16
52

Two events that can’t occur simultaneously are called mutually exclusive or disjoint. 
So the caveat for the special addition rule is sometimes stated, “Use only if events 
A and B are mutually exclusive” or “Use only if events A and B are disjoint.”

Part II.A
.2
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Contingency Tables

Suppose each part in a lot is one of four colors (red, yellow, green, blue) and one of 
three sizes (small, medium, large). A tool that displays these attributes is the con-
tingency table:

 Red Yellow Green Blue

Small 16 21 14 19

Medium 12 11 19 15

Large 18 12 21 14

Each part belongs in exactly one column and each part belongs in exactly one row. 
So each part belongs in exactly one of the twelve cells. When columns and rows 
are totaled, the table becomes:

 Red Yellow Green Blue Totals

Small 16 21 14 19 70

Medium 12 11 19 15 57

Large 18 12 21 14 65

Totals 46 44 54 48 192

Note that 192 can be computed in two ways. If one of the 192 parts is randomly 
selected, find the probability that the part is red:

Solution: 

P red( ) = ≈46
192

240.

Find the probability that the part is small.
Solution:

P small( ) = ≈70
192

365.

Find the probability that the part is red and small.
Solution: Since there are 16 parts that are both red and small:

P red & small( ) = ≈16
192

083.

Find the probability that the part is red or small.
Solution: Since it is possible for a part to be both red and small simultaneously, 

the general addition rule must be used:

P red or small P red P small P red & small( ) = ( ) + ( ) − ( ) = 446
192

70
192

16
192

521+ − ≈ .
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Find the probability that the part is red or yellow.
Solution: Since no part can be both red and yellow simultaneously the special 

addition rule can be used:

P red or yellow P red P yellow( ) = ( ) + ( ) = +46
192

44
1992

469≈ .

Notice that the general addition rule could have been used:

P red or yellow P red P yellow P red & ye( ) = ( ) + ( ) − lllow( )

= + − ≈46
192

44
192

0 469.

Conditional Probability

Continuing with the contingency table, suppose the selected part is known to be 
green. With this knowledge, what is the probability that the part is large?

Solution: Since the part is located in the green column of the table, it is one of 
the 54 green parts. So the denominator in the probability fraction is 54. Since 21 of 
those 54 parts are large,

P large, given that it is green( ) = ≈21
54

389. .

This is referred to as conditional probability. It is denoted P(large|green) and pro-
nounced “The probability that the part is large given that it is green.” It is useful 
to remember that the category to the right of the | in the conditional probability 
symbol points to the denominator in the probability fraction. Find the following 
probabilities:

P small red Solution: P small red

P red s

( ) ( ) = ≈16
46

348.

mmall Solution: P red small

P red green

( ) ( ) = ≈16
70

229.

(( ) ( ) = =Solution: P red green
0

54
0

A formal definition for conditional probability is:

P B A
P A & B

P A
( ) =

( )
( )

Verifying that this formula is valid in each of the above examples will aid in under-
standing this concept.

Part II.A
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General Multiplication Rule

Multiplying both sides of the conditional probability formula by P(A):

P A & B P A P B A( ) = ( ) × ( )
This is called the general multiplication rule. It is useful to verify that this formula 
is valid using examples from the contingency table.

Independence and the Special Multiplication Rule

Consider the contingency table:

 X Y Z Totals

F 17 18 14 49

G 18 11 16 45

H 25 13 18 56

Totals 60 42 48 150

P G X( ) = =18
60

300.

and

P G( ) = =45
150

300.

so

P G X P G( ) = ( ).

The events G and X are called statistically independent or just independent. Know-
ing that a part is of type X does not affect the probability that it is of type G. Intui-
tively, two events are called independent if the occurrence of one does not affect 
the probability that the other occurs. The formal definition of independence of 
events A and B is

P B A P B( ) = ( ).

Making this substitution in the general multiplication rule produces the special 
multiplication rule:

P A & B P A P B( ) = ( ) × ( )
Caveat: Use only if A and B are independent.
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EXAMPLE 4.1

A box holds 129 parts, of which six are defective. A part is randomly drawn from the box 
and placed in a fixture. A second part is then drawn from the box. What is the proba-
bility that the second part is defective? This is referred to as drawing without replace-
ment. In other words, the probabilities associated with successive draws depend on the 
outcome of previous draws. Use the symbol D1 to denote the event that the first part is 
defective and G1 to denote the event that the first part is good, and so on. There are two 
mutually exclusive events that can result in a defective part on the second draw: good 
on first draw and defective on second, or else defective on first and defective on sec-
ond. Symbolically these two events are (G1 and D2) or else (D1 and D2). The first step is 
to find the probability for each of these events.

By the general multiplication rule:

P G &D P G P D G1 2 1 2 1

123
129

6
128

0 045( ) = ( ) × ( ) = × ≈ .

Also, by the general multiplication rule:

P D &D P D P D D1 2 1 2 1

6
129

5
128

0 002( ) = ( ) × ( ) = × ≈ .

Since the two events (G1 & D2) and (D1 & D2) are mutually exclusive, it is appropriate to 
use the special addition rule:

P D2 0 045 0 002 0 047( ) ≈ + =. . .

When drawing two parts, what is the probability that one will be good and one defec-
tive? Drawing one good and one defective can occur in two mutually exclusive ways:

P one good and one defective P G &D( ) = 1 2 oor G &D P G &D P G &D

P G &D

2 1 1 2 2 1

1 2

( ) = ( ) + ( )

(( ) = ( ) × ( ) = × =P G P D G

P G &D

1 2 1

2 1

123
129

6
128

0 045.

(( ) = ( ) × ( ) = × =P D P G D1 2 1

6
129

123
128

0 045.

So,

P one good and one defective( ) = +0 045 0 0. . 445 0 090= . .

SUMMARY OF KEY PROBABILITY RULES

For events A and B: 

Special addition rule: P(A or B) = P(A) + P(B)  [Use only if A and B are mutually 
exclusive]

General addition rule: P(A or B) = P(A) + P(B) – P(A & B) [Always true]

Continued

Part II.A
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Combinations

Special multiplication rule: P(A & B) = P(A) × P(B)  [Use only if A and B are 
independent]

General multiplication rule: P(A & B) = P(A) × P(B | A) [Always true]

Conditional probability: P(B | A) = P(A & B) ÷ P(A)

Mutually exclusive (or disjoint):

1. A and B are mutually exclusive if they can’t occur simultaneously.

2. A and B are mutually exclusive if P(A & B) = 0.

3. A and B are mutually exclusive if P(A or B) = P(A) + P(B).

Independence:

1. A and B are independent events if the occurrence of one does not change the
probability that the other occurs.

2. A and B are independent events if P(B | A) = P(B).

3. A and B are independent events if P(A & B) = P(A) × P(B).

Continued

EXAMPLE 4.2

A box of 20 parts has two defectives. The quality technician inspects the box by ran-
domly selecting two parts. What is the probability that both parts selected are defec-
tive? The general formula for this type of problem is:

P
Number of ways an event can occur

Nu
=

mmber of possible outcomes

The “event” in this case is selecting two defectives, so “number of ways an event can 
occur” refers to the number of ways two defective parts could be selected. There is only 
one way to do this because there are only two defective parts; therefore, the numerator 
in the fraction is 1. The denominator in the fraction is the number of possible outcomes. 
This refers to the number of different ways of selecting two parts from the box.

This is also called the number of combinations of two objects from a collection of 
20 objects. The formula is:

Number of combinations of r objects from a collection of n objects = 

n rC
n

r n r
=

−( )
!

! !

Note: Another symbol for number of combinations is 
n

r

⎛
⎝⎜

⎞
⎠⎟

Continued
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Note: Calculators have an upper limit to the value that can use the x! key. If 
a problem requires a higher factorial, use the statistical function in a spreadsheet 
program such as Microsoft Excel.

Permutations

With combinations, the order of the objects doesn’t matter. Permutations are very 
similar except that the order does matter.

In this formula the exclamation mark is pronounced “factorial,” so n! is pronounced “n 
factorial.” The value of 6! is 6 × 5 × 4 × 3 × 2 × 1 = 720. The value of n! is the result of mul-
tiplying the first n positive whole numbers. Most scientific calculators have a factorial 
key, typically labeled x! To calculate 6! by using this key, press 6 followed by the x! key. 
Returning to the previous example, the lower number in the fraction is the number of 
possible combinations of two objects from a collection of 20 objects. Substituting into 
this formula:

20 2
20
2

20
2 20 2

20
2 18

190C =
⎛
⎝⎜

⎞
⎠⎟

=
−

= =!
!( )!

!
! !

Returning to the example, the probability is 1/190 ≈ .005.

Continued

EXAMPLE 4.3

A box of 20 parts has three defectives. The quality technician inspects the box by 
randomly selecting two parts. What is the probability that both parts selected are 
defective?

The bottom term of the fraction remains the same as in the previous example. 
The top term is the number of combinations of two objects from a collection of three 
objects:

n

r
n

n r r

⎛
⎝⎜

⎞
⎠⎟

=
−( ) =

⎛
⎝⎜

⎞
⎠⎟

=
−

=!
! !

!
( )! ! !

3

2
3

3 2 2
6

1 22
6
2

3
!

= =

To see that this makes sense, name the three defectives A, B, and C. The number of dif-
ferent two-letter combinations of these three letters is AB, AC, BC. Note that AB is not 
a different combination than BA, because it has the same two letters. If two defectives 
are selected, the order in which they are selected is not significant. The answer to the 
probability problem has a 3 as its top term:

P = ≈3
190

0 016.

An important thing to remember: combinations are used when order is not significant.
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EXAMPLE 4.4

A box has 20 parts labeled A through T. Two parts are randomly selected. What is the 
probability that the two parts are A and T in that order? Note that selecting A and then T 
is different from selecting T and then A. The general formula applies:

P
Number of ways an event can occur

Nu
=

mmber of possible outcomes

The bottom term of the fraction is the number of orderings or permutations of two 
objects from a collection of 20 objects. The general formula is:

Number of permutations of r objects from a collection of n objects = n rP
n

n r
=

−( )
!

!

In this example

20 2

20
20 2

380P =
−

=!
( )!

.

Of these 380 possible permutations, only one is AT, so the top term in the fraction is 1. 
The answer to the probability problem is

P = ≈1
380

0 003.

EXAMPLE 4.5

A team with seven members wants to select a task force of three people to collect 
data for the next team meeting. How many different three-person task forces could be 
formed? This is not a permutations problem, because the order in which people are 
selected doesn’t matter. In other words, the task force consisting of Barb, Bill, and Bob 
is the same task force as the one consisting of Bill, Barb, and Bob. Therefore, the com-
binations formula will be used to calculate the number of possible combinations of 
three objects from a collection of seven objects. Thirty-five different task forces could 
be formed.

EXAMPLE 4.6

A team with seven members wants to select a cabinet consisting of a chairman, a facili-
tator, and a scribe. How many ways can the three-person cabinet be formed? Here the 
order is important, because the cabinet consisting of Barb, Bill, and Bob will have Barb 
as chairman, Bill as facilitator, and Bob as scribe, while the cabinet consisting of Bill, 
Barb, and Bob has Bill as chairman, Barb as facilitator, and Bob as scribe. The appro-
priate formula is the one for permutations of three objects from a collection of seven 
objects:

7 3

7 3

7
7 3 3

35

7
7 3

210

C

P

=
−( ) =

=
−( ) =

!
! !

!
!
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3. DISCRETE AND CONTINUOUS PROBABILITY 
DISTRIBUTIONS

Describe, apply, and distinguish between various 
distributions (binomial, Poisson, exponential, 
Weibull, normal, log-normal, etc.) and their functions 
(cumulative distribution functions (CDFs), probability 
density functions (PDFs), hazard functions, etc.). 
Apply these distributions and functions to related 
concepts such as the bathtub curve. (Evaluation)

Body of Knowledge II.A.3

Example 4.7 introduces the basic concepts of probability distributions.
Distributions based on random variables that can take on only integer values, 

or isolated and distinct values, are called discrete distributions. Distributions based 
on random variables that can take on an infinite number of values in a finite inter-
val are called continuous distributions. The distribution in the previous example 
was discrete. Other discrete distributions are presented in the next section. 

EXAMPLE 4.7

A piece from a wood finishing process has the following specification: no bubbles with 
diameter larger than 0.5 mm, and a maximum of 10 bubbles with diameter between 0.05 
and 0.5 mm inclusive.

A batch of 50 pieces is inspected for number of bubbles with diameters between 
0.05 and 0.5 mm with the following results:

Number of bubbles 0.05 ≤ f ≤ 0.5 mm x 0 1 2 3 4 ≥ 5

Frequency f 11 15 16 6 2 0

Relative frequency p 0.22 0.30 0.32 0.12 0.04 0.0

That is, there were 11 pieces with no bubbles with the stated diameters and there were 
15 pieces with one bubble with the stated diameter, and so forth. There were no pieces 
with five or more bubbles. Relative frequency is labeled p because if a piece is selected 
at random from the batch, this is the probability that it will have the stated number of 
bubbles. For example, the probability that the piece will have three bubbles is 0.12. The 
number of bubbles is a variable and the number of bubbles on a randomly selected 
piece is called a random variable. The first and third rows of this table constitute what is 
called a probability distribution, and a histogram of these data, as shown in Figure 4.1, 
is called a probability histogram.

Continued

Part II.A
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Discrete Distributions

Binomial Distribution. The binomial distribution is a discrete distribution whose 
random variable can take on one of only two possible values. In reliability applica-
tions, the two categories might be operable and failed.

The function that defines the distribution is called the binomial formula:

P( )
!

( )! !
( )X x

n
n x x

p px n x= =
−

− −1

where

n = sample size

x = number of failures

p = proportion of the population that has failed

P(X = x) = the probability that the sample has x failures

a! = a(a – 1)(a – 2) . . . (1)  For example, 5! = 5 × 4 × 3 × 2 × 1 
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Figure 4.1 Example of a probability histogram.

Continued

EXAMPLE 4.8

Suppose 25 percent of a very large population of parts has failed.  If six parts are selected 
at random, find the probability that none of the six has failed.

Solution:
In this case, n = 6, p = .25, x = 0.  Substituting into the binomial formula:

P( )
!

! !
. . .X = = ≈0

6
6 0

25 75 180 6
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The binomial distribution consists of the set of possible x-values and their associ-
ated probabilities.

The probability density function (PDF) is the expression that generates the 
distribution. In this case it is

P( )
!

( )! !
. . .( )X x

x x
x x= =

−
−6

6
25 75 6

The cumulative distribution function (CDF) F(x) is defined as the sum of the prob-
abilities up to and including the x-value. More precisely, the CDF is defined as

F x X x X t
t x

( ) ( ) ( ).= ≤ = =
≤
∑P P

EXAMPLE 4.9

Find the binomial distribution for p = .25 and n = 6 and draw the associated histogram.
As shown in the previous example, P(X = 0) ≈ .18

P

P

( )
!

! !
. . .

( )
!

! !
. .

X

X

= = ≈

= = ≈

1
6

5 1
25 75 36

2
6

4 2
25 75

1 5

2 4 ..

( )
!

! !
. . .

( )
!

! !
. .

30

3
6

3 3
25 75 13

4
6

2 4
25

3 3

4

P

P

X

X

= = ≈

= = 775 03

5
6

1 5
25 75 004

6
6

6 0

2

5 1

≈

= = ≈

= =

.

( )
!

! !
. . .

( )
!

! !

P

P

X

X .. . .25 75 00026 0 ≈

Figure 4.2 shows the complete distribution using x = 0, 1, . . . , 6.
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Figure 4.2 Binomial probability distribution and histogram for p = .25 and n = 6.
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In Example 4.9, the CDF could be used to answer the question “What is the prob-
ability that the sample includes two or fewer failed items?” as follows:

F f t X X X
t

( ) ( ) ( ) ( ) ( ) . . .2 0 1 2 18 36 30
2

= = = + = + = ≈ + + ≈
≤
∑ P P P ..84

The mean and standard deviation of a binomial distribution are given by the 
formulas:

m

s

=

= −

np

np p( )1

In Example 4.9

m = ( ) =6 25 1 5. .

and

s = −( ) ≈1 5 1 25 1 06. . .

Poisson Distribution. The Poisson distribution is a discrete probability distribu-
tion that may be used to find the probability that an event will occur a specified 
number of times. The PDF formula is

P( )
!

X x e
x

x

= = −l l

where

x = a whole number and l = a real number.

Since the random variable can take on any whole number, the probability distribu-
tion technically extends indefinitely. From Example 4.10 a partial list:

P(X = 0) ≈ .005, P(X = 1) ≈ .024, P(X = 2) ≈ .066, P(X = 3) ≈ .119, P(X = 4) ≈ .16, 
P(X = 5) ≈ .173, P(X = 6) ≈ .16, P(X = 7) ≈ .120, P(X = 8) ≈ .081, P(X = 9) ≈ .049

EXAMPLE 4.10

Records indicate that the number of customers that arrive at a bank drive-up window 
between 1:00 p.m. and 2:00 p.m. has a Poisson distribution with l = 5.4. Find the prob-
ability that exactly six people arrive.

Solution:

P( )
.
!

..X e= = ≈−6
5 4
6

165 4
6
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The CDF for the Poisson distribution is given by

P( )
!
.X t e

tt x

t

t x

= =
≤

−

≤
∑ ∑ l l

In the previous example the CDF could be used to calculate the probability that at 
most four people arrive at the drive-up window:

P P P P P P( ) ( ) ( ) ( ) ( ) ( )

.

X t X X X X X
t

≤ = = + = + = + = + =

≈
≤
∑

4

0 1 2 3 4

0005 024 066 119 160 374+ + + + ≈. . . . .

The mean and standard deviation of the Poisson distribution are

m l

s l

=

= .

In Example 4.10 m = 5.4 and s ≈ 2.32.

Continuous Distributions

Exponential Distribution. The exponential distribution is a continuous distribu-
tion that is frequently used to model time to failure for products when the failure 
rate is constant. The PDF is

f t e t( ) = −l l

where

l = constant failure rate

t = time (or some other measure of product use such as cycles, miles, 
rounds fired, and so on)

A PDF graph is shown in Example 4.11.
The CDF for the exponential distribution is

P( ) ( ) .x a F a e dt et a
a

≤ = = = −− −∫ l l l1
0

EXAMPLE 4.11

Find the value of the PDF at 1000 hours given that the failure rate is .00053 failures 
per hour.

f(1000) = .00053e–.00053×1000 ≈ .00031

This says that the probability of failure at 1000 hours is about .00031.
A sketch of the PDF in this example is shown in Figure 4.3:

Continued
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The CDF can be used to determine the probability of failure during the first t 
hours. The probability that a unit is still operating at t hours is 

P(operating at time t) = (1 – probability it has failed by time t) = e–λt.

P(operating at time t) is called reliability at time t or R(t) so when the failure rate 
is constant,

R(t) = e–lt.

By definition, the mean time to failure (MTTF) is 1/l . Therefore the reliability at 
MTTF is 

R(MTTF) = R(1/l) = e–l×1/l = e–1 ≈ .368.

This shows that at MTTF only about 37 percent of the products are operating, or 
that the probability that a particular unit is still operating after MTTF is about 
.37. For repairable items, MTTF can be replaced by mean time between failures 
(MTBF) in the discussion in this paragraph.
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Figure 4.3 Probability density function for Example 4.11.

The mean and standard deviation of the PDF are m = 1/l and s = 1/l .

Continued

EXAMPLE 4.12

Find reliability at 1000 hours if l = .00053 failures/hour.

Solution:

R(1000) = e–.00053×1000 ≈ .59,

which indicates that approximately 59 percent of the units are still operating after 1000 
hours, or the probability that a particular unit is still operating after 1000 hours is .59.
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Weibull Distribution. The PDF for the Weibull distribution is defined as

f t
t

e
t

( ) =
⎛
⎝⎜

⎞
⎠⎟

−
−

⎛
⎝⎜

⎞
⎠⎟b

h h

b
h

b1

where

t ≥ 0, shape parameter b ≥ 0, scale parameter h ≥ 0

Various shapes are possible by selection of different values for b. If b = 1 the 
Weibull reduces to the exponential, and if b ≈ 3.44 the curve approximates 
the  normal distribution. See Figure 4.4.

The hazard function is given by

h t t( ) .
( )

= ( ) −b
h b

b 1

The CDF for the Weibull is 

F t e
t

( ) .= −
−

⎛
⎝⎜

⎞
⎠⎟1 h

b

Again,

R t F t e
t

( ) = − ( ) =
−

⎛
⎝⎜

⎞
⎠⎟1 h

b

.

f(
t)

Time, t

b = .5

b = 4

b = 3.44

b = 1

Figure 4.4 Plot of various members of the Weibull distribution.
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Normal Distribution. The normal distribution is considered the most important 
distribution in both the theory and practice of statistics. Its PDF is

f x
e

x

( )

( )

=

− −m
s

s

2

22

2Π

where m and s are the mean and standard deviation, respectively.
In reliability applications, m is the mean. Changes in this value cause the center 

of the distribution to be moved left or right along the x-axis. As the standard devi-
ation decreases, the distribution becomes narrower, centered around the mean. 

When units have an increasing failure rate such as during the wear-out phase, 
the times to failure are sometimes normally distributed, although it is more com-
mon to see a Weibull distribution here. 

EXAMPLE 4.13

A product’s time to failure has a Weibull distribution with b = .72 and h = 10,000.
Find reliability at 200 hours.

Solution:

R( ) .,

.

200 94
200

10 000

72

= ≈
−⎛

⎝⎜
⎞
⎠⎟e

indicating that about 94 percent of the products are operating after 200 hours.

EXAMPLE 4.14

Assuming the following times to failure are sampled from a population that is normally 
distributed, find the PDF for the distribution.

42.3 45.6 49.5 53.6 54.8

Solution:
The population mean and standard deviation are estimated from the sample mean and 
sample deviation

ˆ .m = 49 16

and
ˆ .s = 5 28

Substituting into the generic PDF formula:

f x
e

x

( ) =

− −( )49 16
55 76

2

13 23

.
.

.
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The standard normal curve has m = 0 and s = 1 so its PDF is

f x
e

e

x
x

( ) . .= ≈
−

−

2

2
2

2

2
3989

Π

Applications requiring cumulative calculations are handled by finding the area 
under this curve. This is typically accomplished using statistical functions embed-
ded in spreadsheet software (for example, NORMDIST in Excel) or using a stan-
dard normal table such as that found in Appendix E. For example, the area under 
the standard normal curve to the right of z = 1.28 standard deviations is found 
in the row labeled 1.2 and the column labeled 0.08. So the area to the right of 
z = 1.28 is 0.1003, and since the total area under the standard normal curve is 1 it 
can be said that 10.03 percent of the area under the curve lies to the right of 1.28.

The standard normal table can be used to find specific areas under a non–
standard normal curve if the mean and standard deviation are known, as the 
 following examples show.

EXAMPLE 4.15

The diameters of a batch of turned shafts are normally distributed with m = 2.015 and 
s = 0.0053. 

 a. What percent of the batch has a diameter greater than the upper specification 
of 2.025? 

 b. What percent of the batch has a diameter smaller than the lower specification 
of 2.000?

Solution: 

 a. Find z, the number of standard deviations from the upper specification to the 
mean. The formula:

z
x= − = − ≈m
s

2 025 2 015
0 0053

1 89
. .

.
.

  From the standard normal table in the row labeled 1.8 and the column labeled 
0.09, the value is 0.0294, which indicates that 2.94 percent of the batch exceeds 
the upper specification.

 b. For the lower specification:

z
x= − = − ≈ −m
s

2 000 2 015
0 0053

2 83
. .

.
.

  The area to the left of –2.83 is the same as the area to the right of +2.83 because 
of the symmetry of the normal curve. From the standard normal table, 0.23 
percent of the batch violates the lower specification. 
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Lognormal Distribution. If the natural logarithm (ln) of a random variable is nor-
mally distributed, the variable follows the lognormal distribution. The PDF is

f x
e

x

x

x

x

x

( ) =
−

′−⎛

⎝⎜
⎞

⎠⎟

′

′

′

m
s

s p

2

2

where

x′ = lnx

mx′ = mean of the x′ values

sx′ = standard deviation of the x′ values

The lognormal distribution has been found to be a good mathematical model 
for times to failure for some electronic and mechanical products including transis-
tors, bearings, and electrical insulation. It is sometimes a good model for times to 
repair a unit after a failure.

The mean and standard deviation of the lognormal distribution are given by

m

s

m s

m s s

=

= ( )( )
′ ′

′ ′ ′ −

e

e e

x x

x x x

+.5 2

2 22 1

EXAMPLE 4.16

The time to failure for a product is normally distributed with m = 200 hours and s = 1.84. 
Find the probability of failure between t = 201 hours and t = 202 hours. That is, find

P(201 ≤ x ≤ 202).

Solution:

For 202 hours
 
z = − ≈202 200

1 84
1 09

.
. .

For 201 hours z = − ≈201 200
1 84

0 54
.

. .

The area to the right of 1.09 from the standard normal table is 0.8621.

The area to the right of 0.54 from the standard normal table is 0.7054.

To find the area between these two values, subtract:

 P(x ≥ 1.09) = .8621
Subtracting P(x ≥ .54) = .7054

 P(201 ≤ x ≤ 202) = .1567

15.67 percent of the units will fail between 201 and 202 hours.
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Descriptive Characteristics of Distributions

Software programs often calculate values of two characteristics of distributions. 
Skewness is defined as

Skewness =
− −

−⎛

⎝
⎜

⎞

⎠
⎟∑n

n n

x x

s
j

( )( )1 2

3

where

n = sample size

s = sample standard deviation

xj = sample values

If the skewness value is 0, the distribution is symmetric about its mode. If skew-
ness < 0, the distribution is left-skewed; that is, the histogram extends further to 

EXAMPLE 4.17

The times to failure for a product are known to be lognormally distributed. The times to 
failure in cycles of a sample of six parts are: 850, 925, 1250, 1550, 1800, and 2750 cycles. 
Find the PDF for the distribution.

Solution:
Find the ln of each of the given values:

 x x′ = lnx

 850 6.75

 925 6.83

 1250 7.13

 1550 7.35

 1800 7.50

 2750 7.92

Find the mean and standard deviation of the values in the second column:

x– ′ = 7.25

sx ′ = .44
Substituting into the PDF formula:

f x
e
x

x

( )
.

.
.

.

=
( )

− ′−⎛
⎝⎜

⎞
⎠⎟5

7 25
44

2

44 2π

Statistical software packages such as Minitab and JMP can be used to find the distribu-
tion that best fits a given data set.
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the left of the mode than it does to the right. If skewness > 0, the distribution is 
right-skewed.

Kurtosis is a measure of flatness and is defined as

kurtosis = +
− − −

−⎛

⎝
⎜

⎞

⎠
⎟ −∑n n

n n n

x x

s
nj( )

( )( )( )
(1

1 2 3
3

4
−−

− −
1

2 3

2)
( )( )n n

where

n = sample size

s = sample standard deviation

xj = sample values

A normal distribution has kurtosis = 0. If kurtosis < 0, the distribution is 
flatter than a normal distribution, and if kurtosis > 0, the distribution is more 
peaked than a normal distribution.

4. STATISTICAL PROCESS CONTROL (SPC)

Define various SPC terms and describe how 
SPC is related to reliability. (Comprehension) 

Body of Knowledge II.A.4

The central tool of statistical process control (SPC) is the control chart, whose purpose 
is to provide an early signal when a process changes. Historic data is used to cal-
culate the mean m and standard deviation s of the characteristic to be watched. 
The control chart is a graph with an upper control limit drawn at m + 3s and a lower 
control limit drawn at m – 3s. (The lower limit may be omitted if it is not meaning-
ful, such as a negative value for number of defects.) During the operation of the 
process, values are periodically plotted on the control chart. Points that plot out-
side the control limits are considered signals of process change. Other tests are also 
used to detect process change, such as seven successive points below (or above) 
the process mean. In general, events occurring that are very unlikely are consid-
ered evidence of process change.

An alternate way of wording these ideas is to say that when the process does 
not exhibit any of the process change signals it is called in control and otherwise 
the process is out of control. Some authors state that an in-control process is experi-
encing common cause variation while an out-of-control process exhibits special cause 
variation. In this terminology, the purpose of a control chart is to detect the pres-
ence of special causes.

A number of events are very unlikely to occur unless the process has changed 
(that is, a special cause is present) and thus serve as statistical indicators of process 
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change. The lists of rules that reflect these statistical indicators vary  somewhat from 
textbook to textbook, but two of the most widely used lists of rules are the eight 
rules used by the software package Minitab and those listed by the  Automotive 
Industry Action Group (AIAG) in its SPC manual. The eight Minitab rules are:

 1. One point more than three sigma from the centerline (either side)

 2. Nine points in a row on the same side of the centerline

 3. Six points in a row, all increasing or decreasing

 4. Fourteen points in a row, alternating up and down

 5. Two out of three points more than two sigma from the centerline 
(same side)

 6. Four out of five points more than one sigma from the centerline 
(same side)

 7. Fifteen points in a row within one sigma of the centerline 
(either side)

 8. Eight points in a row more than one sigma from the centerline 
(either side)

The second edition of the AIAG SPC manual lists a Summary of Typical Special 
Cause Criteria that is identical to the Minitab list except rule 2, which says:

 2. Seven points in a row on one side of the centerline.

The AIAG manual emphasizes that “. . . the decision as to which criteria to use 
depends on the process being studied/controlled.” It may be useful to generate 
additional tests for particular situations. If, for instance, an increase of values rep-
resents a safety hazard, it would not be necessary to wait for the specified number 
of successively increasing points to take action. The ±3s location for the control 
limits is somewhat arbitrary and could conceivably be adjusted based on the eco-
nomic trade-off between the costs of not taking action when a special cause has 
occurred and taking action when a false special cause signal has occurred. 

Various process characteristics may be plotted including physical measure-
ments such as dimensions, weights, hardness, and so on. It is often useful to 
plot measurements of inputs such as pressure or voltage, or measurements of raw 
materials. The two main categories of control charts are attribute and variables. 

Attribute Charts

Attribute charts are used for count data. On attribute control charts, if every item is 
in one of two categories, such as good or bad, “nonconforming items” are counted. 
The p and np charts are used for plotting nonconforming items. For example, if a 
leak test is performed and items that leak are rejected, the p or np chart would be 
appropriate. If the samples to be tested are of the same size, the np chart may be 
used. If the sample size varies, the p chart should be used. 

If each item may have several flaws, “nonconformities” are counted. The 
c and u charts are used for plotting nonconformities. For example, nonconformities 
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on a pane of glass include bubbles, scratches, chips, inclusions, waves, and 
dips. Assume that none of these requires the pane to be rejected although there 
may be specification limits on some of them such that a scratch of a certain 
depth may result in rejection of the pane. If the samples to be inspected are of 
the same size, the c chart may be used. If the sample size varies, the u chart should 
be used.

Variables Charts

Variables charts are used when measurements on some continuous scale are to 
be plotted. A continuous scale has an infinite number of possible values between 
each pair of values. Examples include length, weight, light intensity, pH, and per-
cent carbon. For instance, in measuring length there are an infinite number of val-
ues between 1.250 and 1.251, values such as 1.2503, 1.2508, and so on.  Common 
variables control charts are the x– and R chart, ImR (individuals and moving range) 
chart, and the median chart.

Reliability engineers are interested in process control because the reliability of 
a product is dependent on the process that produced it. It may be useful to specify 
the use of SPC for monitoring those characteristics that are known to impact the 
lifecycle characteristics of the item.
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Chapter 5

B. Statistical Inference

1. POINT AND INTERVAL ESTIMATES OF PARAMETERS

Define and interpret these estimates. 
Obtain them using probability plots, 
maximum likelihood methods, etc. Analyze 
the efficiency and bias of the estimators. 
(Evaluation) 

Body of Knowledge II.B.1

Suppose an estimate is needed for the mean coating thickness for a population of 
1000 circuit boards received from a supplier. Rather than measure all 1000 boards, 
a random sample of 40 is selected for measurement. The mean of the 40 values is 
0.003. Based on this sample, the estimate for the mean coating thickness for the 
entire lot of 1000 boards is about 0.003. This value is called the point estimate. In 
this case the sample mean is an estimator of the population mean. Stated in other 
words, a statistic, in this case the sample mean, is used to estimate the parame-
ter, in this case the population mean (keep in mind that statistic refers to a value 
obtained from a sample and parameter is a value from the population). An estima-
tor is called unbiased if the mean of all possible values is equal to the parameter 
being estimated. The sample mean is an unbiased estimator for the population 
mean as a result of the central limit theorem. An example of a biased estimator is 
the sample standard deviation s. That is, ms ≠ s.

One estimator for a parameter is called more efficient than another if it requires 
fewer samples to obtain an equally good approximation. If two estimators A and B 
are unbiased, A is defined to be more efficient than B if it has a smaller variance. 
The efficiency E of A relative to B is defined as

E A

B

=
s
s

2

2 .

In control chart calculations the population standard deviation is often calculated 
from the range of the sample. This method is unbiased. However, as sample size 
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gets larger it is better to used the sample standard deviation because the relative 
efficiency of the range method decreases. That is, it takes more samples to obtain 
an equally good estimate for s. For sample sizes smaller than n = 6, however, the 
relative efficiency is greater than .95. 

Maximum Likelihood Estimates

In some cases a distribution has a known probability density function (PDF) type 
with an unknown parameter Y for which an estimator is needed. The values of the 
elements of the distribution depend on the PDF type and the value of the param-
eter Y. That is, the PDF can be written f(x,Y).

Let x1, x2, . . . , xn be a random sample from the distribution. The likelihood 
function is defined as the probability that these n values will be the ones selected. 
The probability that the first value is selected is f(x1,Y), the probability that the 
second is selected is f(x2,Y), and so on. So the probability that this sample will 
be drawn is the product of these values:

L(Y) = f(x1,Y) f(x2,Y) . . . . f(xn,Y)

This product is known as the likelihood function. In order to find the value of 
Y that will maximize L(Y) we will set its derivative equal to zero and solve the 
resulting equation for Y, that is solve L′(Y) = 0. This will produce the value of Y that 
maximizes the probability that the randomly selected numbers will have  values 
x1, x2, . . . , xn.

EXAMPLE 5.1

Suppose the PDF is the Bernoulli distribution:

f(x) = px(1 – p)1–x x = 0 or 1 0 ≤ p ≤ 1

Given a random sample x1, x2, . . . , xn we want a value of Y that is a good estimate of p. 
In other words, the question is “What value of p would have the highest likelihood of 
producing this set of random values?” The answer is found by differentiating the likeli-
hood function:

L p f x p f x p f x p

p p p

n

x x

( ) = ( ) ( ) ( )
= − −

1 2

11 11

, , ... ,

( ) xx x x x

x x x

p p p

p

n n

n

2 2

1 2

1 1

1

1 1( ) ... ( )

(...

− −

=

− −

+ + + −−

= ∑ −
∑

− + − + + −

−

p

p p

x x x

x
n x

n

i
i

)

( )

...1 1 11 2

1

Setting the derivative of this expression equal to zero and solving leads (eventually) to 
the conclusion that 

p
x

n
xi= =∑ .

So the value of p that maximizes the likelihood that this sample will be drawn is the 
mean of the sample values.
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Consistency

It is important for estimators to be consistent. Consider a series of estimators for 
some parameter E and denote the elements of the series E1, E2, . . . , En. The estima-
tor is called consistent if En approaches E as n gets larger.

Point Estimates for Failure Rate

The next three examples assume that the failure rate l is constant. In each example 
there are five fixtures for testing items. The basic formula for failure rate is

l = Number of failures
Total test hours

.
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EXAMPLE 5.2

 The item on fixture #1 fails at 162 hours.
 The item on fixture #2 fails at 157 hours.
 The item on fixture #3 fails at 146 hours.
 The item on fixture #4 fails at 173 hours.
 The item on fixture #5 fails at 155 hours.

 Total = 793 hours.

The failure rate for the sample is

l = ≈5
793

0 0063.

failures per hour, and this is the point estimate for the population failure rate.

EXAMPLE 5.3 
(RIGHT-CENSORED DATA)

 The item on fixture #1 fails at 162 hours.
 The item on fixture #2 fails at 157 hours.
 The item on fixture #3 fails at 146 hours.
 The item on fixture #4 hadn’t failed when the test was terminated at 200 hours.
 The item on fixture #5 fails at 155 hours.

 Total = 820 hours.

The failure rate for the sample is 

l = ≈4
820

0 0049.

failures per hour, and this is the point estimate for the population failure rate.
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The question as to the precision of the estimates is answered by statisticians 
by providing a statistical interval estimate. This is discussed in the next section. 

2. STATISTICAL INTERVAL ESTIMATES

Compute confidence intervals, tolerance 
intervals, etc., and draw conclusions from the 
results. (Analysis)

Body of Knowledge II.B.2

Confidence Intervals

In the circuit board example from the previous section, is the population mean 
exactly 0.003? Probably not, due to sampling error. If a different sample had been 
selected, the sample mean might have been different. A technique is needed to 
determine how good the point estimate is. That technique is called the confi-
dence interval. For example, after some calculation it might be possible to state that 
“We can be 90 percent confident that the population mean is between 0.0028 and 
0.0032” or, equivalently, that the 90 percent confidence interval for the population 
mean is (0.0028, 0.0032). The following symbols will be used:

EXAMPLE 5.4 
(INTERVAL-CENSORED DATA)

 The item on fixture #1 fails between 160 and 165 hours.
 The item on fixture #2 fails between 155 and 160 hours.
 The item on fixture #3 fails between 145 and 150 hours.
 The item on fixture #4 fails between 170 and 175 hours.
 The item on fixture #5 fails between 150 and 155 hours.

 Totals = 780 and 805 hours.

In this case an interval estimate for l can be computed. The interval endpoints can be 
obtained by using the two totals:

Larger estimate: l = ≈5
780

0 0064.  failures per hour

Smaller estimate: l = ≈5
805

0 0062.  failures per hour

The interval estimate for the population failure rate is between 0.0062 and 0.0064 
 failures per hour.
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 Sample Population

Mean x– m

Number of values n N

Standard deviation s s

a = Probability that the population mean is not in the interval (called 
the a -risk)

1 – a = Probability that the population mean is in the interval (called 
the confidence level)

Za/2 = The value from the z-table (standard normal distribution table) 
with an area of a/2 to its right

When a confidence interval for the mean of a population is calculated, there is a 
margin of error, given by the following formula:

E
Z

n
= a s/2

To determine the sample size required to obtain a given margin of error, solve this 
formula for n, which gives

n
Z

E
=

⎛
⎝⎜

⎞
⎠⎟

a s/2

2

rounded up to a whole number.

EXAMPLE 5.5

Find the 90 percent confidence interval.
In this example, assume 

s = 0.0005 x– = 0.003 n = 40 N = 1000 1 – a = 0.90 a = 0.10

The formulas for the endpoints of the confidence interval are

x
Z

n
Z

± = ± ( )a s/ . /.
.

.2 0 10 20 003
0 0005
40

From the normal table, the z-value with 0.05 to its right is 1.645, so

= ±

= ±

0 003
1 645 0 0005

6 3246

0 003 0 00013

.
. ( . )

.

. . or 0 00287 0 00313. , . .( )

Therefore there is 90 percent confidence that the population mean m is between 0.00287 
and 0.00313. To put it another way, when the sample has these mean and standard 
 deviation values, 90 percent of the time the population mean is in this interval. 
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Not surprisingly, to reduce the margin of error or increase the confidence 
level, increase n.

Whenever sampling is used to estimate the value of population parameters it 
is possible to calculate a confidence interval. When journalists report the results 
of sampling polls they add a margin of error, which is another format for a confi-
dence interval, usually with the default confidence level of 95 percent. For instance, 
suppose the results state that 43 percent of the respondents answered “A” and 46 
percent responded “B” with a ±3.5 percent margin of error. This is equivalent to 
saying that there is 95 percent confidence that the percent of the population that 
would have answered “A” is between 39.5 percent and 46.5 percent while the per-
cent that would have answered “B” is between 42.5 percent and 49.5 percent. Since 
these intervals overlap, one can’t be 95 percent confident which answer is most 
popular, a so-called statistical dead heat. 

Some statistical software packages will produce curves with associated con-
fidence intervals. Figure 5.1 displays a plot from Minitab showing 95 percent 
 confidence interval curves for the survival plot of a variable named “Start.”

EXAMPLE 5.6

For Example 5.5, calculate the sample size required to obtain a 99 percent confidence 
level with the same margin of error:

n
Z

E
= ⎛

⎝⎜
⎞
⎠⎟ = ⎛

⎝⎜
⎞
⎠⎟

a s/ . ( . )
.

2
2 22 575 0 0005

0 00013
≈≈ 98 09. ,rounded to 99.
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Parametric Survival Plot for Start
Smallest extreme value—95% CI

Arbitrary censoring—LSXY estimates
Table of

statistics
Loc 78016.2
Scale 14920.4
Mean 69403.9
StDev 19136.2
Median 72547.7
IQR 23462.8
AD* 2.325
Correlation 0.998

Figure 5.1 Plot of a curve with confidence interval.
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A frequently asked question is “What size sample is required to obtain a given 
confidence level?” When estimating reliability for a population whose probability 
distribution is unknown, the following formula may be used:

n = −ln( )
ln
1 CL

RL

where:

ln = Natural log

RL = Lower limit of reliability performance

CL = Confidence level in decimals

n = Number of units consecutively tested for given characteristic(s) 
with no failure

If n is not a whole number it should be rounded to the next higher whole number.
In rare cases the population standard deviation may be known and this value 

should be used for s in these formulas. In Example 5.8, the sample standard devi-
ation is used as an estimate for the value for s. Statisticians state that this is a 
reasonable approximation if n ≥ 30. If the sample size is less than 30, this approxi-
mation may not be very good. If there is no independent knowledge of the value of 
s, and the population is normal, the following formulas may be used:

x
st

n
± a/2

where s = sample standard deviation

EXAMPLE 5.7

Find the required sample size for a product performance test when 90 percent reliabil-
ity and 50 percent confidence level are required.

n = − ≈ln
ln

which should be r
( . )

.
. ,

1 0 5
0 9

6 58 oounded to 7

This means that seven units must be randomly selected from a stable manufacturing 
process and tested consecutively, without failure, in order to achieve a minimum of 
90 percent reliability at 50 percent confidence level.

To obtain 90 percent reliability with a 70 percent confidence level:

n = − ≈ln
ln

which should be
( . )

.
. ,

1 0 7
0 9

11 43 rounded to 12

This means that 12 units must be randomly selected from a stable manufacturing pro-
cess and tested consecutively, without failure, in order to achieve a minimum of 90 
 percent reliability at 70 percent confidence level.
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The t distribution was developed for this purpose. The t-value is larger 
than the corresponding Z-value to cover for the insecurity about the value of s. 
In fact, the smaller the sample size, the more insecurity there is about the esti-
mate of s and the larger t must be. Therefore, the value of t to be used depends 
on the sample size. To make this more difficult, statisticians define a value called 
the degrees of freedom or df (sometimes symbolized by u ). In this situation the 

EXAMPLE 5.8

A vendor claims that the average weight of a shipment of parts is 1.84. The customer ran-
domly chooses 64 parts and finds that the sample has an average of 1.88 and a standard 
deviation of 0.03. The customer decides to use the sample standard deviation as an esti-
mate of the population standard deviation based on previous experience with the pro-
cess. Should the customer reject the lot? Assume the customer wants to be 95 percent 
confident that the supplier’s claim is incorrect before the lot is rejected.

Solution:
Calculate the 95 percent confidence interval for m . If 1.84 is not in this interval, the 
customer can be 95 percent confident that m is not 1.84.
The confidence interval is

1 88
0 03

64
1 88 0 0070 05 2.

( . )
. . .. /± ≈ ±

z

So the interval is (1.873, 1.887). The customer can be 95 percent confident that m is 
between 1.873 and 1.887, so the customer can state with 95 percent confidence that 
the vendor’s claim is incorrect.

EXAMPLE 5.9

A stable process has been producing a part with mean diameter 1.575. A new cutting 
tool insert is installed. We need to know if the mean diameter has changed. A random 
sample of size n = 12 has x– = 1.577 and s = 0.0008. Assume the diameters are normally 
distributed and use a = .05.

ta/2 = t.025 df = 12 – 1 = 11.

Using Appendix J, the eleventh entry in the t.025 column is 2.201. Substituting into the 
formula:

1 577
2 201 0 008

12
1 577 0 0005.

. ( . )
. .± ≈ ±

The 95 percent confidence interval is (1.5765, 1.5775).
The data indicate that we can be 95 percent confident that the mean of the popula-

tion of diameters is between 1.5765 and 1.5775. Since 1.575 is not in this interval, we are 
95 percent confident the mean has changed.

Pa
rt

 II
.B

.2



degrees of  freedom is n – 1. A table for the t distribution appears in Appendix J. It 
should be stressed that this use of the t table is valid only under the condition or 
assumption that the population is normally distributed. However, these formulas 
work fairly well for moderate sample sizes and nearly normal populations. Statis-
ticians say that the procedure is robust to the normality assumption.

Confidence Intervals for Population Standard Deviation. If the population is 
normally distributed, the endpoints of the confidence interval for the population 
standard deviation are given by:

n
s

n
s

− −

−

1 1

2
2

1 2
2c ca a/ /

and

where

n = Sample size

s = Sample standard deviation

1 – a = Confidence level

cx
2 is found in a c 2 statistical table using n – 1 degrees of freedom

Confidence Intervals for Population Proportion. This technique is used to find 
a confidence interval for the value p, the proportion of the population that exhib-
its a given characteristic. For a sample of size n, let x = the number of items in the 
sample with the given characteristic. These formulas for the confidence interval 
are appropriate if both x and n – x are five or greater:

�
� �

�
� �

p z
p p

n
p z

p p
n

−
−

+
−

a a/ /

( ( )
2 2

1 1
to

EXAMPLE 5.10

A 12-piece sample has a standard deviation of s = 0.008. Find the 95 percent confidence 
interval for the population standard deviation. 

From Appendix I: c 2
0.025 ≈ 21.920 and c 2

0.975 ≈ 3.816 for df = 11.

n
s

n

− ≈ ( ) ≈

−

−

1 11
21 920

0 0008 0 00057

1

2
2

1 2

c

c

a

a

/

/

.
. .

22

11
3 816

0 0008 0 00136s ≈ ( ) ≈
.

. .

There is 95 percent confidence that the population standard deviation is in the interval 
(0.00057, 0.00136).
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.2

 Chapter 5: B. Statistical Inference 69



70 Part II: Probability and Statistics for Reliability

where

1 – a = Confidence level

p
� = Proportion of the sample exhibiting the characteristic

One might think that it would be best to go for 100 percent confidence. However, 
note that as the confidence level increases, the width of the interval increases. 
It could be stated with 100 percent confidence that the parameter in question is 
between –∞ and +∞, a true but not particularly useful statement.

Statistical Tolerance Intervals

Statistical tolerance intervals, sometimes called statistical tolerance limits, show 
what the process is capable of doing. Sample data from the process are analyzed to 
obtain x– and s. The formulas for the two-sided tolerance interval are x– ± Ks, where 
the value of K depends on the sample size n, the desired confidence level g, and the 
proportion of the population to be included within the tolerance.

The values of K are found in Appendix K.

EXAMPLE 5.11

Receiving inspection of a sample of 1000 items indicates that nine of the items do not 
conform to a given specification. Find the 95 percent confidence interval for the pro-
portion of the population that doesn’t conform to the specification. 

In this case x = 9 and both x and n – x exceed five so the formulas are appropriate. 
Note that p

�
, the proportion of the sample that does not conform, is 0.009.

�
� �

p z
p p

n
−

−( )
≈ − ( )

a / . .
. .

2

1
0 009 1 96

0 009 0 991
1000

≈≈ − =

+
−( )

≈

0 009 0 0059 0 0031

1
0 0092

. . .

./
�

� �
p z

p p
na ++ =0 0059 0 0149. .

The 95 percent confidence interval for the population proportion is (0.0031, 0.0149)

EXAMPLE 5.12

A 15-piece sample from a process has x– = 10.821 and s = 0.027. Find a tolerance interval 
so that there is 95 percent confidence that it will contain 99 percent of the population.

Solution:
From the table in Appendix K, K = 3.878, so

x– ± Ks = 10.821 ± 3.878(.027) ≈ (10.716, 10.926).
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3. HYPOTHESIS TESTING (PARAMETRIC AND 
NON-PARAMETRIC)

Apply hypothesis testing for parameters such 
as means, variance, and proportions. Apply 
and interpret significance levels and Type I 
and Type II errors for accepting/rejecting the 
null hypothesis. (Analysis)

Body of Knowledge II.B.3

The hypothesis test, another tool used in inferential statistics, is closely related to 
confidence intervals. A few key terms used in hypothesis tests are listed below.

Terminology

Null Hypothesis, H0. This is the hypothesis that there is no difference (null) 
between the population of the sample and the specified population (or between 
the populations associated with each sample). The null hypothesis can never be 
proved true, but it can be shown (with specified risks of error) to be untrue, that is, 
that a difference exists between the populations.

For example, given a random sample from a population a typical null hypoth-
esis would be that the population mean is equal to 10. This statement is denoted 
H0: m = 10.

Alternative Hypothesis, Ha. This is a hypothesis that is accepted if the null 
hypothesis (H0) is rejected.

Consider the null hypothesis that the statistical model for a population is a 
normal distribution. The alternative hypothesis to this null hypothesis is that the 
statistical model of the population is not a normal distribution.

Note 1: The alternative hypothesis is a statement that contradicts the null 
hypothesis. The corresponding test statistic is used to decide between the null and 
alternative hypotheses.

Note 2: The alternative hypothesis can also be denoted H1, HA, or HA with no 
clear preference as long as the symbolism parallels the null hypothesis notation.

One-Tailed Test. A hypothesis test that involves only one of the tails of a distri-
bution. For example, we wish to reject the null hypothesis H0 only if the popula-
tion mean is larger than 10: Ha: m > 10. This is a right-tailed test. A one-tailed test 
is either right-tailed or left-tailed, depending on the direction of the inequality of 
the alternative hypothesis.

Two-Tailed Test. A hypothesis test that involves two tails of a distribution. 
 Example: we wish to reject the null hypothesis H0 if the population mean is not 
equal to 10. Ha: m ≠ 10.
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Test Statistic. A statistic calculated using data from a sample. It is used to deter-
mine whether the null hypothesis will be rejected.

Rejection Region. The numerical values of the test statistic for which the null 
hypothesis will be rejected.

Critical Value(s). The numerical value(s) of the test statistic that determine the 
rejection region. 

Steps in Hypothesis Testing

Textbooks tend to treat hypothesis tests as somewhat more formal procedures. 
Many list seven or eight steps to be followed for each type of test. Although not all 
books agree on the steps themselves, this list is fairly generic:

 1. Determine that the conditions or assumptions required for the test 
are met.

 2. State the null and alternative hypotheses (H0 and Ha) and determine 
whether it is a one-tail or two-tail test.

 3. Determine the a value. This is similar to the use of a in 
confidence intervals. In hypothesis testing jargon, the value of a 
is referred to as the significance level.

 4. Determine the critical values. These are typically found in a table such 
as the Z, t, or c 2 tables. Use these values to define the reject region.

 5. Calculate the test statistic. Each hypothesis test type has a formula for 
the test statistic. Some of the inputs to the formulas come from the 
sample data.

 6. Determine whether the null hypothesis should be rejected. If the value 
of the test statistic is in the reject region, then the null hypothesis is 
rejected and the alternative hypothesis is accepted. If the value of the 
test statistic does not fall in the reject region, the null hypothesis is 
not rejected.

 7. State the conclusion in terms of the original problem.

Hypothesis Tests for Means

The hypothesis test usually studied first is the one-sample z-test for population 
mean. Its steps are:

 1. Conditions:

 a. Normal population or large sample (n ≥ 30)

 b. s known

 2. H0: m = m0 and Ha: m ≠ m0 or m < m0 or m > m0

  This is a two-tail test when Ha has the ≠ sign. It is a left-tail test when Ha 
has the < sign, and a right-tail test when Ha has the > sign.
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 3. Determine the a value.

 4. Determine the critical values.

 a. For a two-tail test, use a z table to find the value that has an area 
of a/2 to its right. This value and its negative are the two critical 
values. The reject region is the area to the right of the positive value 
and the area to the left of the negative value.

 b. For a left-tail test, use a z table to find the value that has an area of a 
to its right. The negative of this value is the critical value. The reject 
region is the area to the left of the negative value.

 c. For a right-tail test, use a z table to find the value that has an area of 
a to its right. This value is the critical value. The reject region is the 
area to the right of the positive value.

 5. Calculate the test statistic:

z x
n= −( )m
s0

 6. If the test statistic is in the reject region, reject H0. Otherwise, do not 
reject H0.

 7. State the conclusion in terms of the problem.

EXAMPLE 5.13

A vendor claims that the average weight of a shipment of parts is 1.84. The customer 
 randomly chooses 64 parts and finds that the sample has an average of 1.88. Suppose 
that the standard deviation of the population is known to be .03. Should the customer 
reject the lot? Assume the customer wants to be 95 percent confident that the supplier’s 
claim is incorrect before he rejects.

 1. Conditions (a) and (b) are met.

 2. H0: m = 1.84 and Ha: m ≠ 1.84. This is a two-tail test.

 3. From the problem, a = .05.

 4. Critical values are the z-value that has .025 to its right and the negative of this 
value. These values are 1.96 and –1.96. The reject region consists of the area to 
the right of 1.96 and the area to the left of –1.96.

 5. z = −( ) =1 88 1 84
64
03

10 7. .
.

.

 6. Since 10.7 is in the reject region, H0 is rejected.

 7. At the .05 significance level, the data suggest that the vendor’s assertion that the 
average weight is 1.84 is false.
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In many applications, the population standard deviation is not known. As with 
the confidence interval, the appropriate distribution is found in the t table. The 
procedure is the same as the previous seven steps, except for steps 1, 4, and 5, 
which will now read:

 1. Condition: population is normally distributed or n ≥ 30.

 4. The critical values are obtained from the t table using degrees of 
freedom of n – 1.

 5. The formula for the test statistic is

t x
n
s

= −( )m0

  where s is the sample standard deviation.

This hypothesis test is referred to as the t-test for one population mean.
It is important to note here that the fact that the null hypothesis is not rejected 

does not mean it is true. The conclusion is that the probability that it is true is less 
than 90 percent.

EXAMPLE 5.14

A vendor claims that the average weight of a shipment of parts is 1.84. The customer 
 randomly chooses 64 parts and finds that the sample has an average of 1.88 and stan-
dard deviation of .03. Should the customer reject the lot? Assume the customer wants 
to be 95 percent confident that the supplier’s claim is incorrect before he rejects. (This 
is the same as the last example, except that .03 is the sample standard deviation rather 
than the population standard deviation.)

 1. Condition is met.

 2. H0: m = 1.84 and Ha: m ≠ 1.84. This is a two-tail test.

 3. From the problem, a = .05.

 4. The positive critical value would be in row 63 of the .025 column of the t table. 
Since the table has no row 63 it is appropriate to use the more conservative row 
60. This value is 2.000. The other critical value is –2.000. The reject region consists 
of the area to the right of 2.000 and the area to the left of –2.000.

 5. t = −( ) =1 88 1 84
64
03

10 7. .
.

.

 6. Since 10.7 is in the reject region, H0 is rejected.

 7. At the .05 significance level, the data suggest that the vendor’s assertion that the 
average weight is 1.84 is false.
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Hypothesis Tests for Means of Two Populations

The next two hypothesis tests are for means of two populations. The procedure for 
the non-pooled t-test for two population means is:

 1. Conditions:

 a. Normal populations or large samples (n ≥ 30)

 b. Independent samples (that is, each of the pairs of sets of samples is 
equally likely to be selected)

 2. H0: m1 = m2 and Ha: m1 ≠ m2 or m1 < m2 or m1 >m2

  This is a two-tail test when Ha has the ≠ sign. It is a left-tail test when Ha 
has the < sign and a right-tail test when Ha has the > sign.

 3. Determine the a value.

 4. Determine the critical values.

 a. For a two-tail test, use a t table to find the value that has an area 
of a/2 to its right. This value and its negative are the two critical 
values. The reject region is the area to the right of the positive value 
and the area to the left of the negative value.

EXAMPLE 5.15

A cut-off saw has been producing parts with a mean length of 4.125. A new blade is 
installed, and we want to know whether the mean has decreased. We select a  random 
sample of 20, measure the length of each part, and find that the average length is 4.123 
and the sample standard deviation is .008. Assume that the population is normally dis-
tributed. Use a significance level of .10 to determine whether the mean length has 
decreased.

Since the population standard deviation is unknown, the t test will be used.

 1. Condition is met.

 2. H0: m = 4.125 and Ha: m < 4.125. This is a left-tail test.

 3. From the problem, a = .10.

 4. The positive critical value is in the 19th row of the .10 column of the t table. This 
value is 1.328. The critical value is –1.328. The reject region consists of the area to 
the left of –1.328.

 5. t = −( ) = −4 123 4 125
20

008
1 1. .

.
.

 6. Since –1.1 is not in the reject region, H0 is not rejected.

 7. At the .10 significance level, the data do not indicate that the average length has 
decreased.
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 b. For a left-tail test, use a t table to find the value that has an area of 
a to its right. The negative of this value is the critical value. The 
reject region is the area to the left of the negative value.

 c. For a right-tail test, use a t table to find the value that has an area 
of a to its right. This value is the critical value. The reject region 
is the area to the right of the positive value. The bad news here is 
that the degrees of freedom, instead of being n – 1, is obtained 
from the formulas

a
s
n

a
s
n1

1
2

1
2

2
2

2

= =

  where s1 is the standard deviation of the sample from the first 
population 1, n1 is the number of elements in the sample 
from population 1, and s2 and n2 are those from population 2.

Degrees of freedom =
+( )

−
+

−
⎡

a a

a
n

a
n

1 2

2

1
2

1

2
2

21 1⎣⎣
⎢

⎤

⎦
⎥

  rounded down to the nearest whole number.

 5. Calculate the test statistic:

t x x a a= −( ) +1 2 1 2/

 6. If the test statistic is in the reject region, reject H0. Otherwise, do not 
reject H0.

 7. State the conclusion in terms of the problem.

EXAMPLE 5.16

Two vendors of a valve diaphragm present significantly different cost quotations. The 
wall thickness is the critical quality characteristic. Use the following data to determine 
whether the average thickness of the products from vendor 1 is greater than that from 
vendor 2. Test at the .10 significance level. Assume the populations are normally distrib-
uted and that the samples are independent.

Wall thickness measurements:

Vendor 1: 86 82 91 88 89 85 88 90 84 87 88 83 84 89

Vendor 2: 79 78 82 85 77 86 84 78 80 82 79 76

Solution:
Analysis of the data on a scientific calculator shows that

Continued
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You may be wondering why step 7 is phrased “. . . the data indicate . . .” rather 
than something like “the data prove.” The .10 significance level means that there 
is a 10 percent chance that the rejected null hypothesis really is true. Rejecting a 
true null hypothesis is referred to as a type I error, and a is sometimes called the 
producer’s risk because in lot sampling plans it is the probability that the plan 
will reject a good lot. Failing to reject a false hypothesis is called a type II error and 
is sometimes referred to as the consumer’s risk. The probability of type II error is 
denoted b. 

Paired-Comparison Tests

The next hypothesis test is called the paired t-test for two population means. Each 
pair in a paired sample consists of a member of one population and that member’s 
corresponding member in the other population. Suppose, for instance, that we 
want to determine if a gasoline additive increases average mileage in the popu-
lation consisting of several hundred company cars of various types and vintage. 
One approach would be to randomly select 10 vehicles and record mileages using 
gasoline without the additive, and randomly select another 10 vehicles and record 
mileages using gasoline with the additive. These two samples could be tested 
using the previous hypothesis test (assuming the populations are normally dis-
tributed). If the additive causes a large increase in average mileage, this procedure 

x–1 = 86.7, x–2 = 80.5, s1 = 2.76, s2 = 3.26, n1 = 14, and n2 = 12.

 1. Conditions are met.

 2. H0: m1 = m2 and Ha: m1 > m2. This is a right-tail test.

 3. a = .10

a a1

2

2

2

2

2 76
14

54
3 26

12
89

54 89
5

= = = =

=
+( )

.
.

.
.

. .
.

df
44

13
89
11

2 04
09

22
2 2

+
⎛
⎝⎜

⎞
⎠⎟

= ≈
.

.
.

(when roundeed down)

 4. The critical value is found in the 22nd row of the t.10 column of the t table. This 
value is 1.321. The reject region is the area to the right of 1.321.

 5. t =
−( )
+

=
86 7 80 5

54 89
5 2

. .
. .

.

 6. Reject H0 since the value of the test statistic is in the reject region.

 7. At the .10 significance level, the data indicate that the average wall thickness of 
the product produced by vendor 1 is larger than the average wall thickness of the 
product produced by vendor 2.

Continued
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would likely reject the null hypothesis that the averages are equal. If the additive 
causes a small increase in average mileage, the test might not detect it because of 
the large variation between cars. Thus the test might fail to reject the null hypoth-
esis even though it is false. Statisticians would say the test lacks sensitivity. An 
alternate approach has probably already occurred to you: choose 10 cars at ran-
dom, record their mileages using gas without the additive, then use gas with the 
additive in those same ten cars. This arrangement reduces the sampling variation 
encountered when two samples of 10 are used. The approach is called the paired 
sample method and provides a very powerful test when it can be used. Sometimes 
it is impractical to use. Suppose we need to know whether the average effect of 
a particular drug is different for people with type A blood than for people with 
type B. One possible approach would be to select 10 type A people and measure 
the effects of the drug on them, then drain their blood and refill them with type B 
and again measure the effects of the drug. One might conclude that the drug was 
fatal for the population having type B blood.

The procedure for the paired t-test for two population means is:

 1. Conditions:

 a. Paired sample

 b. Large sample or differences are normally distributed

 2. H0: m1 = m2 and Ha: m1 ≠ m2 or m1 < m2 or m1 > m2

  This is a two-tail test when Ha has the ≠ sign, a left-tail test 
when Ha has the < sign, and a right-tail test when Ha has 
the > sign.

 3. Determine a .

 4. Find the critical value(s) from the t table using degrees of 
freedom = n – 1.

 5. Calculate the test statistic:

  Let d1 be the difference within the first element of the sample.

  Let d2 be the difference within the second element of the sample, 
and so on.

  Find the average d– and standard deviation sd of these d values.

  The test statistic is

t d
n

sd

= .

 6. If the test statistic is in the reject region, reject H0. Otherwise, do not 
reject H0.

 7. State the conclusion in terms of the problem.
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Hypothesis Test for Two Population Standard Deviations

Many process improvement efforts are designed to reduce variation. This test 
is used to determine whether the standard deviations of two populations are 
different:

 1. Conditions: the two populations are normally distributed and the 
samples are independent. 

 2. H0: s1 = s2

  Ha: s1 ≠ s2 (two-tail), s1 < s2 (left-tail), s1 > s2 (right-tail)

 3. Determine the significance level a .

EXAMPLE 5.17

For the gasoline additive problem discussed above, suppose the data are:

Vehicle #:  1 2 3 4 5 6 7 8 9 10
mpg with additive: 21 23 20 20 27 18 22 19 36 25
mpg without additive: 20 20 21 18 24 17 22 18 37 20

Do the data indicate that the additive increases average gas mileage at the .05 signifi-
cance level? Assume that the differences are normally distributed.

 1. Conditions are met.

 2. H0: m1= m2 and Ha: m1 > m2. This is a right-tail test.

 3. a = .05.

 4. Since df = 10 – 1, the critical value is in the ninth row of the t0.05 column. This value 
is 1.833.

 5. Use the following table to get the data for the test statistic formula:

Vehicle #: 1 2 3 4 5 6 7 8 9 10
mpg with additive: 21 23 20 20 27 18 22 19 36 25
mpg without additive: 20 20 21 18 24 17 22 18 37 20
Difference d 1 3 –1 2 3 1 0 1 –1 5

  Using a scientific calculator: d
–
 = 1.4 and sd = 1.90.

  The test statistic is

t = =1 4 10
1 90

2 33
.

.
. .

 6. Since 2.33 is in the reject region, reject H0.

 7. At the .05 significance level, the data indicate that the average mpg is increased by 
using the additive.
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 4. The critical values are obtained from the F table (Appendices F, G, and 
H). They are F1–a/2 and Fa/2 for the two-tail test, F1–a for the left-tail test, 
and Fa for the right-tail test. Use numerator df = n1 – 1 and denominator 
df = n2 – 1 where n1, n2 are sample sizes.

 5. The test statistic is 

F
s
s

= 1
2

2
2

  where s1 and s2 are the sample standard deviations.

 6. If the test statistic is in the reject region, reject H0. Otherwise, do not 
reject H0.

 7. State the conclusion in terms of the problem.

EXAMPLE 5.18

Data from two competing machines include the following statistics:

Machine 1: n1 = 21 s1 = 0.0032

Machine 2: n2 = 25 s2 = 0.0028

Do these data suggest that the standard deviations of the machines are different at the 
0.10 significance level? The populations are normal and the samples have been drawn 
independently.

 1. The conditions are met.

 2. H0: s1 = s2   Ha: s1 ≠ s2

 3. a = 0.10

 4. This is a two-tail test. The critical values are

F F
Fa / .

. .2 24
20

05 24
20

95 20
24

1 1
2

⎡⎣ ⎤⎦ = ⎡⎣ ⎤⎦ =
⎡⎣ ⎤⎦

=
008

0 48

2 031 2 24
20

95 24
20

≈

⎡⎣ ⎤⎦ = ⎡⎣ ⎤⎦ =−

.

. ./ .F Fa

  The reject region is the area to the left of 0.48 and the area to the right of 2.03.

 5. The test statistic is F
s
s

= = ≈1
2

2
2

0 0032
0 0028

1 31
.
.

. .

 6. Since the test statistic does not lie in the reject region, do not reject the null 
hypothesis.

 7. At the 0.10 significance level the data do not support the conclusion that the 
standard deviations of the two machines are different.
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Goodness-of-Fit Tests

Chi-square and other goodness-of-fit tests help determine whether a discrete 
 sample has been drawn from a known population. Example 5.19A will illustrate 
this concept.

THE LEFT TAIL OF THE F DISTRIBUTION

Note that the F tables in the Appendices are limited to F.90, F.95, and F.99. This appears to 
restrict the user to right-tail tests. A special property of the F distribution is used to find 
the left tail: Let Fa with numerator df = n and denominator df = d be denoted by

F d
n

a ⎡⎣ ⎤⎦.

Then the special property may be stated

F
Fd

n

n
da

a

⎡⎣ ⎤⎦ =
⎡⎣ ⎤⎦−

1

1

.

Example: find F.05 with numerator df = 10 and denominator df = 20.

F
F.

. .
.05 20

10

95 10
20

1 1
2 77

036⎡⎣ ⎤⎦ =
⎡⎣ ⎤⎦

= ≈

EXAMPLE 5.19A

Suppose that all rejected products have exactly one of four types of defectives and that 
historically they have been distributed as follows:

Paint run 16%

Paint blister 28%

Decal crooked 42%

Door cracked 14%

Total 100%

Data on rejected parts for a randomly selected week in the current year:

Paint run 27

Paint blister 65

Decal crooked 95

Door cracked 21

Continued
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The question: “Is the distribution of defective types for the selected week different 
from the historical distribution?” The test that answers this question is rather awkwardly 
called the c 2 goodness-of-fit test. To get a feel for this test, construct a table that dis-
plays the number of defectives that would be expected in each category if the sample 
exactly followed the historical percentages:

  Observed Expected
Defective type Probability frequency frequency

Paint run .16 27 33.28

Paint blister .28 65 58.24

Decal crooked .42 95 87.36

Door cracked .14 21 29.12

Total  208

The expected frequency for “Paint run” is found by calculating 16 percent of 208, for 
“Paint blister” use 28 percent of 208, and so on. The question to be decided is whether 
the difference between the expected frequencies and observed frequencies is suffi-
ciently large to conclude that the sample comes from a population that has a different 
distribution. Test this at the 0.05 significance level.

The test statistic is obtained by calculating the value of

(Observed Expected)
Expected

2−

for each defective type:

  Observed Expected
Defective type Probability frequency frequency O – E (O – E)2/E

Paint run .16 27 33.28 –6.28 1.19

Paint blister .28 65 58.24 6.76 .78

Decal crooked .42 95 87.36 7.64 .67

Door cracked .14 21 29.12 –8.12 2.26

Total  208

The null hypothesis is that the distribution hasn’t changed. This hypothesis will be 
rejected if the total of the last column is too large.

Continued
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The procedure:

 1. Conditions:

 a. All expected frequencies are at least 1.

 b. At most, 20 percent of the expected frequencies are less than 5.

 2. H0: The distribution has not changed.

  Ha: The distribution has changed.

 3. Determine a , the significance level.

 4. Find the critical value in row k – 1 in the ca2
 column of the c 2 table, 

where k = number of categories in the distribution. This is always 
a right-tail test so the reject region is the area to the right of this 
critical value.

 5. Calculate the test statistic using the formula

c 2
2

= −∑ ( )O E
E

(the sum of the last column of tthe table).

 6. Reject H0 if the test statistic is in the reject region. Otherwise do 
not reject H0.

 7. State the conclusion.

Using the data and calculations of Example 5.19A, follow the seven steps of the 
procedure to arrive at a reject or not reject decision as shown in Example 5.19B.

EXAMPLE 5.19B

 1. The conditions are met.

 2. H0: The distribution of defective types has not changed.

  Ha: The distribution of defective types has changed.

 3. a = 0.05

 4. From row 3 of the c 2
.05 column, the critical value is 7.815. The reject region is 

the area to the right of 7.815.

 5. c 2
2

4 9= − =∑ ( )
.

O E
E

 6.  Since the test statistic does not fall in the reject region, do not reject H0.

 7. At the .05 significance level, the data do not indicate that the distribution 
has changed.
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Hypothesis Tests for Proportions

The next hypothesis test is for one population proportion. To set the stage for this test, 
consider the problem posed in Example 5.20A. To solve this problem, the follow-
ing symbolism and steps will be used:

p = Population proportion

n = Sample size

x = Number of items in the sample with the defined attribute

p′ = Sample proportion = x/n

p0 = The hypothesized proportion 

The problem posed in Example 5.20A is solved in Example 5.20B. 
The hypothesis test steps:

 1. Conditions: np0 ≥ 5 and n(1 – p0) ≥ 5.

 2. H0: p = p0

  Ha: p ≠ p0 or p < p0 or p > p0 (two-tail, left-tail, and right-tail, 
respectively)

 3. Decide on a , the significance level.

 4. Find the critical values in a standard normal table: 

  ±za/2, –za , za (two-tail, left-tail, and right-tail, respectively)

 5. Calculate the test statistic using the formula

z
p p

p p n
=

−
−
'

( )/
.0

0 01

 6. If the test statistic is in the reject region, reject H0. Otherwise, do not 
reject H0.

 7. State the conclusion in terms of the problem.

The next hypothesis test is for two population proportions. The symbolism to be 
used is

p1 & p2 = Proportions of populations 1 and 2 with the defined 
attribute

EXAMPLE 5.20A

A vendor claims that at most two percent of a shipment of parts is defective. Receiving 
inspection chooses a random sample of 500 and finds 15 defectives. At the 0.05 signifi-
cance level, do these data indicate that the vendor is wrong?
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n1 & n2 = Sample sizes

x1 & x2 = Number of items in the sample with the defined attribute

p1′ & p2′= Sample proportion = x1/n1 and x2/n2, respectively

The hypothesis test steps:

 1. Conditions: Samples are independent

x1 ≥ 5, n1 – x1 ≥ 5, x2 ≥ 5, n2 – x2 ≥ 5

 2. H0: p1 = p2

  Ha: p1 ≠ p2 or p1 < p2 or p1 > p2 (two-tail, left-tail, and right-tail, 
respectively)

 3. Decide on a , the significance level.

 4. Find the critical values in a standard normal table: ±za/2, –za , za 
(two-tail, left-tail, and right-tail respectively).

 5. Calculate the test statistic using the formula

z
p p

p p n n
p

p p

p=
−

− +
=

' '

' ( ' ) ( / ) ( / )
'1 2

1 21 1 1
where

xx x
n n

1 2

1 2

+
+

.

 6. If the test statistic is in the reject region, reject H0. Otherwise, do not 
reject H0.

 7. State the conclusion in terms of the problem.

EXAMPLE 5.20B

N = 500 x = 15 p′ = 15 ÷ 500 = 0.03 p0 = 0.02

 1. np0 = 500 × 0.02 = 10 and n(1 – p0) = 500 × 0.98 = 490.

  Both values are ≥ 5 so conditions are met.

 2. H0: p = 0.02  Ha: p > 0.02 (right-tail test).

 3. a = 0.05.

 4. Critical value = 1.645 from a normal table.

 5. z = −
× ÷

≈0 03 0 02
0 02 0 98 500

1 597
. .

. .
. .

 6. Do not reject H0.

 7. At the 0.05 significance level, the data do not support a conclusion that 
the vendor is incorrect in asserting that at most two percent of the shipment 
is defective.
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Although not usually on a standard list of hypothesis tests, Tukey’s quick  compact 
two-sample test can be useful in comparing failure rates of two populations. 
 Random samples of size n ≥ 8 from each population are tested to failure and the 
times to failure are sorted from highest to lowest. Define lead count as the  number 
of consecutive items of one type at the top of the sorted list. Define lag count as 
the number of consecutive items at the bottom of the list from the other popula-
tion. Define end count h as 

h = lead count + lag count.

The test shows that the population represented by the lead count is more reliable 
than the other population, with a significance level of 

a ≤ h
h2

.

EXAMPLE 5.21

Two machines produce the same parts. A random sample of 1500 parts from machine 1 
has 36 defectives and a random sample of 1680 parts from machine 2 has 39 defectives. 
Does machine 2 have a lower defective rate? Test at .01 significance level.

n1 = 1500 n2 = 1680
x1 = 36 x2 = 39

p′1 = 36/1500 = 0.024 p′2 = 39/1680 = 0.0232 

 1. Conditions are satisfied.

 2. H0: p1 = p2

  Ha: p1 > p2 (right-tail test)

 3. a = 0.01.

 4. From a standard normal table the z-value with 0.01 to its right is 2.33.

 5. p′p = (x1 + x2)/(n1 + n2) = (36 + 39)/(1500 + 1680) = 0.0236

z = −
( ) +

0 0240 0 0232

0 0236 0 9764 0 0006667 0 000595

. .

. . . . 22
0 148≈ .

 6. Do not reject H0.

 7. At the 0.01 significance level, the data do not support the conclusion that machine 
2 has a lower defective rate.
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Nonparametric Tests

In contemporary usage, the term nonparametric tests refers to hypothesis tests that 
do not require the assumption that the population is normally distributed. These 
tests are usually simpler but less powerful than parametric tests.

Kruskal-Wallis Hypothesis Test. The Kruskal-Wallis hypothesis test is used to 
test whether several populations have different means.

1. Conditions:

 Independent samples

Populations have the same shapes

n ≥ 5 for each sample

2. Hypotheses: Given samples from k populations

 H0: All populations have the same mean

 Ha: Not all populations have the same mean

3. Critical value: ca2 with df = k – 1 (right-tail test)

4. Test statistic:

H
n n

R

n
nj

j

=
−

− +∑12
1

3 1
( )

( )

EXAMPLE 5.22

Ten items are randomly selected from population A and 10 from population B. The 20 
items are tested to failure with the following results:

Time to failure 948 942 939 930 926 918 917 910 897 895 886 880 870 865 862 850 835 830 821

Population ln B B B B A B B A B B A A B A A B A A A

Lead count = 4 Lag count = 3

In this case lead count = 4 and lag count = 3 so end count h = 3 + 4 = 7 and

a ≤ = ≈h
h2

7
2

0 0557 . .

So the conclusion is that the items in population B are more reliable than the items in 
population A at the 0.055 significance level. 
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  where

 n = Total number of observations

 nj = Size of sample j

 Rj = Sum of ranks in sample j

EXAMPLE 5.23

Samples from three design options are tested to failure. The failure times are listed in 
the following table. At the 0.05 significance level, do the data support the statement that 
not all the means are equal? Assume that the populations have the same shape.

 Design A Design B Design C

 104 100 103
 106 106 111
 111 103 108
 108 102 113
 110 101 112
 104 102 109
 107 106
 107

One technique for assigning ranks is to build a tally table:

 100-| 107-||
 101-| 108-||
 102-|| 109-|
 103-|| 110-|
 104-|| 111-||
 105- 112-|
 106-||| 113-|

Ranks can now be assigned to each value, starting with the lowest. If a value occurs 
more than once, use the average of its ranks.

 Value Rank
 100-| 1
 101-| 2
 102-|| 3, 4 (use 3.5)
 103-|| 5, 6 (use 5.5)
 104-|| 7, 8 (use 7.5)
 105-
 106-||| 9, 10, 11 (use 10)
 107-|| 12, 13 (use 12.5)
 108-|| 14, 15 (use 14.5)
 109-| 16
 110-|  17
 111-|| 18, 19 (use 18.5)
 112-| 20
 113-| 21 

Continued
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Wilcoxon Signed Rank Test for a Population Mean. The z- and t-tests for popu-
lation means required that the population be approximately normal or the  sample 
size be large. If neither of these conditions is met, the Wilcoxon signed rank test can 
be used if the population is symmetric. The procedure will be illustrated with 
an example.

These ranks are then transferred to the original data and totaled for each sample. Note 
that the sum of the ranks for each sample has been computed.

  Design A Rank Design B Rank Design C Rank

  104 7.5 100 1 103 5.5
  106 10 106 10 111 18.5
  111 18.5 103 5.5 108 14.5
  108 14.5 102 3.5 113   21
  110 17 101 2 112  20
  104 7.5 102 3.5 109 16
  107 12.5 106 10
  107 12.5

 Sum of ranks 100 35.5 95.5

 (Sum of ranks)2 10,000 1260.25 9120.25

 Sample size 8 7 6

(Sum of ranks)2

Sample size
 1250 180 1520

R

n

H

j

j

2

1250 180 1520 2950

12
21 20

2950 3

∑ = + + =

= −
( )

( ) (( ) .21 1 18 3+ ≈

The critical value for c 2
.05 with two degrees of freedom is 5.991.

Since the test statistic exceeds the critical value, the data support the conclusion 
that the means of the three designs are not equal at the 0.05 significance level.

Continued

EXAMPLE 5.24

The average weight of an injection molded part is 2.86 oz. A new resin is introduced and 
a random sample of 11 parts is weighed, with the following results:

Sample weights: 2.95 2.85 2.87 2.91 2.84 2.93 2.93 2.87 2.82 2.94 2.82

Continued
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Assuming the population is symmetric, do these data provide sufficient evidence to 
conclude, at the 0.05 significance level, that the population mean has changed?

Steps in completing the table:

 1. Enter the sample values in the first column.

 2. Subtract the null hypothesis weight, 2.86, from each weight to find the 
difference D in each case.

 3. Form the absolute value of D by changing all negative signs to positive.

 4. Rank the values in the |D| column, beginning with the smallest. If a |D| = 0, 
remove the corresponding value from the sample and reduce n by 1. If two 
or more |D|-values are equal, assign the average rank to each.

 5. Copy the ranks from the “Rank of |D|” column to the “Positive signed rank” 
column only if the value in the D column is positive.

 6.  Calculate the test statistic W = sum of the positive ranks column.

     Positive
 Sample     signed
 values x D = x – l0 |D| Rank of |D| rank

 2.95 2.95 – 5.86 = 0.09 0.09 11 11

 2.85 2.85 – 2.86 = –0.01 0.01 2

 2.87 2.87 – 2.86 = 0.01 0.01 2 2

 2.91 2.91 – 2.86 = 0.05 0.05 7 7

 2.84 2.84 – 2.86 = –0.02 0.02 4 

 2.93 2.93 – 2.86 = 0.07 0.07 8.5 8.5

 2.93 2.93 – 2.86 = 0.07 0.07 8.5 8.5

 2.87 2.87 – 2.86 = 0.01 0.01 2 2

 2.82 2.82 – 2.86 = –0.04 0.04 5.5 

 2.94 2.94 – 2.86 = 0.08 0.08 10 10

 2.82 2.82 – 2.86 = –0.04 0.04 5.5

 W = Sum of the positive ranks column = 49

Since this is a two-tail test, two critical values are obtained from Appendix O. Use n = 
11 and a = 0.05 to find the values WL = 11 and WR = 55. Since the test statistic does not 
 violate either of these critical values—that is, it does not fall into either reject region—
the null hypothesis can not be rejected. The data do not support the conclusion that the 
population from which the sample was drawn has a mean different from 2.86.

Continued
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Statistical versus Practical Significance

In some situations, it may be possible to detect a statistically significant differ-
ence between two populations when there is no practical difference. For example, 
suppose that a test is devised to determine whether there is a significant differ-
ence in the surface finish when a lathe is operated at 400 rpm and 700 rpm. If large 
sample sizes are used, it may be possible to determine that the 400 rpm popula-
tion has a tiny but statistically significant surface improvement. However, if both 
speeds produce surface finishes that are capable of meeting the specifications, 
the best decision might be to go with the faster speed because of its associated 
increase in throughput. Thus, the difference between two populations, although 
statistically significant, must be weighed against other economic and engineering 
considerations.

Significance Level, Power, Type I and Type II Errors

Since every hypothesis test infers properties of a population based on analysis of a 
sample, there is some chance that although the analysis is flawless the conclusion 
may be incorrect. These sampling errors are not errors in the usual sense because 
they can’t be corrected (without using 100 percent sampling with no measurement 
errors). The two possible types of errors have been named type I and type II. 

A type I error occurs when a true null hypothesis is rejected. The probability of 
type I error is denoted a . This is the same a that is used in the formulas for con-
fidence intervals and critical values. Hence, when a hypothesis test is conducted 
at the .05 significance level there is a probability of .05 that the hypothesis will be 
rejected when it shouldn’t have been. When using a in the construction of a con-
fidence interval for the mean of a population, the probability that the population 
mean is not in the interval is a . 

A type II error occurs when a false null hypothesis is not rejected. The prob-
ability of type II error is denoted b. 

It is helpful to think of a sampling example. Suppose a lot of 1200 is to be 
inspected to an acceptable quality level (AQL) of 2.5 percent and that the appropri-
ate sampling plan calls for a sample size of 80 with a reject number of six, that is, 
80 parts are randomly selected and inspected and if six or more are defective the 
entire lot is rejected. One of the myths of sampling theory is that any lot rejected by 
the sampling procedure fails to meet the 2.5 percent AQL requirement. But assume 
that the lot of 1200 has only 25 defectives, well below the 2.5 percent level. Is it 
possible that the sample of 80 could include at least six of those 25 defectives? Of 
course. In fact the probability that this occurs is a . The null hypothesis here is that 
the lot is good. The null hypothesis is true but the sampling plan causes us to reject 
it erroneously. This type I error is due to sampling error. If we took many samples 
of size 80, at most only a percent of them should have six or more defectives. It is 
easy to see why a is sometimes called the producer’s risk because it is the probability 
that the lot, although meeting the AQL, will be rejected via sampling error. 

Another myth of sampling theory is that a lot passed by the sampling proce-
dure must meet the AQL. Assume that the lot of 1200 has 60 defectives, twice the 
defective level allowed by the AQL. It is possible that a sample of 80 could have 
fewer than six defectives. The probability that this will occur is b. b is also referred 
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to as the consumer’s risk because it is the probability that a lot that fails to meet the 
AQL will nevertheless be accepted through sampling error. The more powerful 
sampling plans keep the b value low. Thus the power of a sampling plan is defined 
as 1 – b. The smaller the b, the larger the power.

For a given sample size and lot quality, the values of a and b depend on the 
accept and reject numbers of the sampling plan. If these numbers are adjusted to 
reduce a , then b will be increased and vice versa. To reduce both a and b it would 
be necessary to increase the sample size. Both could be reduced to zero if the sam-
pling plan called for 100 percent sampling and no inspection errors occurred. But 
then it wouldn’t be a sampling plan.

4. BAYESIAN TECHNIQUE

Describe the advantages and limitations of 
this technique. Define elements including 
prior, likelihood, and posterior probability 
distributions, and compute values using the 
Bayes formula. (Application)

Body of Knowledge II.B.4

Given a system S with components A, B, C, . . . and let 

q+ = The event that component q is operable

q– = The event that component q is inoperable for q = A, B, C, . . . 

RX = The reliability of X

RX|q+ = The reliability of X given that component q is operable

In this notation, the conditional probability rule from Chapter 4 states that

P A B
P B A

P B+ +
+ +

+

( ) =
( )

( )|
&

.

Replacing the numerator using the general multiplication rule,

P A B
P A P B A

P B+ +
+ + +

+

( ) =
( ) ( )

( )|
|

and

R
R R

RA B

A B A

B
+

+=
( )( )

,

which is a restatement of Bayes’s theorem for reliability of a two-component 
system. 
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While this specialized reliability version of Bayes’s theorem allows just two 
states for each component (operable or inoperable), the more general form permits 
a component to have what may be thought of as many states:

Let A1, A2, . . . , Ak be a set of events that are mutually exclusive and for 
which one member of the set must occur. Then

P A B
P A P B A

P A P B A
( | )

( ) ( | )

( ) ( | )
i

i i

j j
j

k=

=
∑

1

In this formulation P(B) is called the prior probability of event B in the sense that 
it is the probability before knowing information about event A. P(B|A i) is called 
the posterior probability because it is the probability after information about event 
Ai is known.

Kececioglu states Bayes’s theorem as

RS = (RS|C+ )RC + (RS|C–)(1 – RC).

This formula can be used to calculate certain system reliabilities.

EXAMPLE 5.25

Test data provide the following reliabilities at a given time t:

RA = .92 RB = .96 RB|A+ = .90
Find RA|B+.

Solution:

RA B|

(. )(. )
.

.
+

= ≈92 90
96

86

EXAMPLE 5.26

Given a system S with three independent components A, B, and C in parallel, find 
the system reliability if at least two of the three components must be operable for 
 system success.

Solution:
Bayes’s theorem states

RS = (RS|C+)RC + (RS|C–)(1 – RC)
but

RS|C+ = P(A+ or B+) = 1 – P(A– & B–) = 1 – P(A–)P(B–) = 1 – (1 – RA)(1 – RB)

Continued
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In general, Bayes’s theorem is restricted to those cases in which conditional 
probabilities are available.

and

RS|C– = P(A+ & B+) = P(A+)P(B+)= RARB.

Substituting into the Bayes’s theorem equation:

 RS = [1 – (1 – RA)(1 – RB)] RC + RARB (1 – RC)

 = RARB + RBRC + RARC – 2RARBRC

Continued
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Chapter 6

A. Reliability Design Techniques

1. USE FACTORS

Identify and characterize various use factors 
(e.g., temperature, humidity, vibration, 
corrosives, pollutants) and stresses (e.g., 
severity of service, electrostatic discharge 
(ESD), radio frequency interference (RFI), 
throughput) to which a product may be 
subjected. (Synthesis)

Body of Knowledge III.A.1

The following are environmental and other stress factors that can negatively affect 
the reliability of a product: temperature, vibration, humidity, a corrosive environ-
ment, electrostatic discharge (usually encountered during assembly), RF interfer-
ence, cyclic stresses, and environments containing salt, dust, chlorine, and other 
contaminants.

Not all of the factors will have equal effects on various products. In general, 
temperature will have a much greater effect on a solid-state electronic system than 
on a mechanical system. Cyclic stresses will result in fatigue of a mechanical sys-
tem. High humidity or a salty environment will corrode mechanical parts, but 
could also have an effect on electronic components.
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2. STRESS-STRENGTH ANALYSIS

Apply this technique and interpret the 
results. (Evaluation)

Body of Knowledge III.A.2

Failure of a part will occur when a stress exceeds the strength of the part for that 
stress. Accepted design practice is to design so that the strength is always greater 
than the expected stress. A good design will incorporate safety factors or safety 
margins to insure that the strength is always greater than the stress. To use these 
design techniques the stress the part will encounter as well as the strength of the 
part must be viewed as single point values. To use the stress-strength analysis 
method both the stress and the strength are viewed as distributions.

For example, suppose the stress and strength are normally distributed  random 
variables. The mean of the stress distribution is ms and the standard deviation of 
the stress distribution is ss. The mean and standard deviation of the strength dis-
tribution are mS andsS. Good design would dictate that mS > ms. The safety factor is 
equal to mS/ms and is greater than one. If viewed as single point values, failure can 
not occur. However, when viewed as distributions, there can be an interference 
region in which it is possible for stress to exceed strength (see Figure 6.1).

The difference distribution can be used to solve for the probability of failure. 
The difference distribution is the distribution of strength minus stress. The differ-
ence distribution will have a mean mD = mS – ms and standard deviation 

s s sD S s
2 2+ .

The area to the left of zero in the difference distribution is the probability of  failure 
as this is the region where stress exceeds strength. The reliability is equal to 1 – 
(probability of failure), or the area to the right of zero.

Strength
distribution

Stress
distribution

Interference region

Figure 6.1 Diagram showing stress-strength interference region.
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Viewing stress-strength relationships in this manner emphasizes the four 
basic ways the designer can improve on the reliability. 

The designer usually has more control over the strength:

• Increase the mean strength: use different materials or different design.

• Decrease the strength variation: reduce variation in the materials and 
in the process.

The designer may have some control over the stress:

• Decrease the mean stress: control the loading.

• Decrease the stress variation: limit the use environment. 

3. FAILURE MODE AND EFFECTS ANALYSIS (FMEA) IN DESIGN

Apply the techniques and concepts and 
evaluate the results of FMEA during the 
design phase. (Evaluation) [Note: Identifying 
and using this tool for other aspects of 
reliability are covered in VII.C.1.]

Body of Knowledge III.A.3

Failure mode and effects analysis (FMEA) is an engineering technique for system 
 reliability improvement. It is a structured analysis of a system or subsystem to 
identify potential failures at the component level, the causes of these failures, and 

EXAMPLE 6.1

mS = 40,000 psi ms = 30,000 psi

sS = 4000 psi ss = 3000 psi

Safety factor h = 40,000/30,000 = 1.33

mD = 40,000 – 30,000 = 10,000 psi 

sD = + =4000 3000 50002 2  psi

The probability of failure is the area to the left of zero in the difference distribution.
It is the area from the standard normal tables to the left of a z value equal to:

z = (0 – mD)/sD =(–10,000/5000) = –2

Probability of failure = 0.023

Reliability = 1 – 0.023 = .977
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the effect these failures will have on the operation of the system. A general descrip-
tion of FMEA is provided in Chapter 17. The following discussion focuses on the 
problems and opportunities that occur when using FMEA at the design phase.

Reliability improvement will occur when design changes are incorporated 
into the system to eliminate a failure, reduce the probability the failure will occur, 
or reduce the effect the failure has on the operation of the system. A most impor-
tant factor for the success of the technique is that the FMEA is completed in time to 
economically make changes to the design using the results of the FMEA activity. 
The FMEA is meant to be a before-the-fact action, not an after-the-fact exercise.

The FMEA is changed from a qualitative analysis to a quantitative analysis by 
assigning values to the probability of the failure occurring, to the severity of the 
effect of the failure on the operation of the system, and to the probability that 
the system controls will detect and eliminate the failure before the design is com-
plete. A value known as the risk priority number (rpn) is calculated as the product of 
the three assigned values. This gives a numerical ranking to each failure. The fail-
ures with the top rankings are selected as possible candidates for design changes 
and thus for reliability improvement. Special consideration should be given to any 
failure with a high severity rating regardless of its rpn value. It is recommended 
that a 10-point scale be used to rank probability of occurrence, severity, and detec-
tion (see Table 6.1).

Each failure will then have an rpn between one and 1000. High rpn values 
would result in corrective action to reduce the risk, reduce the severity, or increase 
the detection probability. 

Further discussion on methods and caveats regarding prioritization are dis-
cussed in Chapter 17.

An FMEA can be performed on a product or on a process. The design FMEA 
(DFMEA) is performed on the design or product. The process FMEA (PFMEA) is 
performed on the process. The DFMEA is considered a reliability engineering 
function, while the PFMEA is considered to be a quality engineering function. 
Both activities will improve the reliability of the product.

The DFMEA will document weakness in the design that can cause failures to 
occur during product use. A change made to the design because of the DFMEA 
will reduce the failure rate during the useful life period or increase the duration of 
the useful life by eliminating early-wear failure. The result is improved reliability 
of the product. Product safety can also be improved by elimination of any unsafe 
conditions that might result from a failure. The PFMEA will uncover the potential 
of the process to add nonconformity to the product. Process improvement or the 

Table 6.1 Failure ranking using a 10-point scale.

 Probability of   Detection
Level occurrence Severity probability 

High 8–10 8–10 1–3

Moderate 4–7 4–7 4–7

Low 1–3 1–3 8–10
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addition of process detection controls because of the PFMEA will result in a reduc-
tion of product early-life failures. The FMEA team should represent a broad cross 
section of technical and nontechnical expertise. The team should include, but not 
be limited to, representation from product design, product service, manufactur-
ing engineering, quality engineering, reliability engineering, purchasing (to rep-
resent suppliers), and marketing (to represent the customer), as well as experts in 
materials, thermal stresses, vibration, fatigue, and corrosive environments.

In the mid 1990s the major automotive companies created and adopted the 
Society of Automotive Engineers standard SAEJ1739 Potential Failure Mode and 
Effects Analysis for their use and the use of their suppliers. This standard gives 
specific rankings for probability, severity, and detection. The ranking of a 9 or a 
10 for severity is limited to hazardous or life threatening effects or operation out-
side of government regulations. The system being totally inoperable has a sever-
ity ranking of 8.

The breadth and depth of experience for the design FMEA team is critical. 
Some members must have a background with similar products and with any 
equipment that interfaces with the product being designed. If electrical, pneu-
matic, mechanical, or software linkages are needed, expertise in those fields is 
also essential.

4. FAILURE MODE EFFECTS AND CRITICALITY ANALYSIS 
(FMECA) IN DESIGN

Apply the techniques and concepts and 
evaluate the results of FMECA during the 
design phase. (Evaluation) [Note: Identifying 
and using this tool for other aspects of 
reliability are covered in VII.C.2.]

Body of Knowledge III.A.4

A general description of FMECA is provided in Chapter 17. The following discus-
sion focuses on the problems and opportunities that occur when using FMECA 
at the design phase. At each step of the design process the FMECA team should 
provide the design group with a list of potential failure modes and their impact 
on the satisfaction of customer needs. Compiling such a list can be more diffi-
cult than the post-design FMECA due to the incompleteness of the design. On the 
other hand the design process typically affords more options for preventive and 
corrective actions.

The FMECA process places emphasis on the criticality of the failure mode. 
As indicated in Chapter 17, this may be accomplished by placing the most weight 
on the severity and probability of occurrence when determining priority. Again, 
addressing critical failure modes at the earliest possible stage of design is most 
cost-effective.
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5. FAULT TREE ANALYSIS (FTA) IN DESIGN

Apply this technique at the design stage 
to eliminate or minimize undesired events. 
(Analysis) [Note: Identifying and using 
the symbols and rules of FTA are covered 
in VII.C.3.] 

Body of Knowledge III.A.5

Fault tree analysis (FTA) is very useful in the early stages of design, especially 
in situations where the product being designed is complex and/or has interde-
pendencies with other components. FTA provides a diagram of the complexities 
and helps users visualize possible preventive/corrective actions. In typical use 
the analysis begins with a fault or failure that has been singled out for further 
study and asks “What condition(s) could cause this failure?”

EXAMPLE 6.2

A group is charged with producing a design for an operator cab for an existing agricul-
tural tractor. The FMECA team identifies UV deterioration of the seal where the steering 
column intersects the cab wall as one of the critical failure modes. Possible preventive 
actions include:

• Protection of the seal from UV exposure

• Using UV resistant seal material

• Designing the steering linkage so the seal isn’t needed

It is likely that none of these solutions would be available once the design has been 
finalized.

EXAMPLE 6.3

The failure to be studied is specified as a loss of continuity between points A and B on 
a power transmission line. Suppose the team has determined three events, any one of 
which would cause the outage:

 1. Wind more than 130 mph

 2. Wind more than 70 mph with more than one inch of ice buildup on the line

 3. Insulator failure

Continued
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6. TOLERANCE AND WORST-CASE ANALYSES

Use various analysis techniques (e.g., 
root-sum squared, extreme value, statistical 
tolerancing) to characterize variation that 
affects reliability. (Evaluation)

Body of Knowledge III.A.6

Reliability testing should include products whose components are at the extremes 
of their tolerance limits. A machining example will illustrate this issue.

If the process is capable and normal the method shown in solution 2 has obvi-
ous advantages.

The fault tree could be drawn as shown in Figure 6.2 (see Chapter 17 for definition of 
symbols).

Further analysis and assignment of probabilities could be done using meteorologi-
cal records and insulator testing results. At this point the design team could determine 
whether the wire strength, insulator design, amount of sag, and so on, are appropriate.

Wind more than 130 mph Insulator failure

Loss of continuity between A and B

Wind more than 70 mph More than one inch of ice buildup

Figure 6.2 Fault tree analysis of a power outage.

Continued
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EXAMPLE 6.4

A set of three spacers called A, B, and C whose lengths have dimensions 1.000 ± .003, 
2.000 ± .003, and 3.000 ± .003, respectively, will be assembled on a shaft (see Figure 6.3). 

Problem: What are appropriate extreme values for the assembled overall length X? 
There are two approaches to this problem.

Solution 1: (Worst-Case Scenario)
The conventional and most conservative approach is to obtain the minimum value for 
dimension X by adding the minimums of the three components:

XMin = AMin + BMin + CMin = .997 + 1.997 + 2.997 = 5.991

Similarly the maximum value of X is found by:

XMax = AMax + BMax + CMax = 1.003 + 2.003 + 3.003 = 6.009

This approach indicates that reliability testing should include some components whose 
assembled length is 5.991 and others whose assembled length is 6.009.

Solution 2: (Statistical Tolerancing)
Suppose the production processes that produce parts A, B, and C each have capability 
Cpk = 2 (for six sigma) and the lengths are normally distributed and centered at the nomi-
nal dimensions. Then the standard deviation of each of the three sets of lengths is .0005. 
Denote the three standard deviations as sA , sB, and sC, and let sX be the standard devia-
tion of length X. The statistical formula that relates these standard deviations is

s s s sX = + +A B C
2 2 2  (sometimes referred to as root sum squared).

Substituting,

s sX X= + + ≈ =. . . . . .0005 0005 0005 0009 6 00542 2 2    and

2.000 ± .003

X

1.000 ± .003
3.000 ± .003

B CA

Figure 6.3 Three spacers for assembly on a shaft.

Continued
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7. ROBUST DESIGN APPROACHES

Define terms such as independent and 
dependent variables, factors, levels, 
responses, treatment, error, replication, etc. 
Plan and conduct design of experiments 
(full-factorial, fractional factorial, etc.) or 
other methods. Analyze the results and use 
them to achieve robustness. (Evaluation)

Body of Knowledge III.A.7

Terminology

This section provides definitions for some important, basic terms:

experimental error—The variation in the response variable when levels and 
 factors are held constant.

factor or variable—An assignable cause that may affect the responses, and of 
which different levels are included in the experiment. 

levels—The possible values of a factor in an experimental design.

noise factors—Those factors that aren’t controlled in an experiment.

replication—The repetition of the set of all the treatment combinations to be com-
pared in an experiment. Each of the repetitions is called a replicate.

response variable—The variable that shows the observed results of an experi-
mental treatment.

treatment—A combination of the levels of each of the factors assigned to an exper-
imental unit.

The objective of a designed experiment is to generate knowledge about a prod-
uct or process. The experiment seeks to find the effect a set of independent vari-

 Then the six sigma limits on dimension X are 6.0000 ± .0054 or 5.9946 and 6.0054.
Six sigma covers all but 3.4 items per million so testing component combinations 

with X-values at these 6s extremes will cover 99.99966 percent of the combinations. 
Note that this is a considerably smaller testing range that that required in solution 
1. Note that this reduction in test requirements is only valid for capable, centered  
normal processes. However, Cpk need not be equal to two. The analysis could be redone 
for any Cpk.

Continued
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ables has on a set of dependent variables. Mathematically this relationship can be 
denoted y = f(x), where x is a list of independent variables and y is the dependent 
variable. For example, suppose a machine operator who can adjust the feed, speed, 
and coolant temperature wishes to find the settings that will produce the best sur-
face finish. The feed, speed, and coolant temperature are called independent vari-
ables. The surface finish is called the dependent variable because its value depends 
on the values of the independent variables. Independent variables may be thought 
of as input variables, and dependent variables as output variables. There may be 
additional independent variables, such as the hardness of the material or humid-
ity of the room, that have an effect on the dependent variable. The independent 
variables that the experimenter controls are called control factors or sometimes just 
factors. The other factors, such as hardness or humidity, are called noise factors. In 
this example, the experimental design may specify that the speed will be set at 
1300 rev/min for part of the experiment and at 1800 rev/min for the remainder. 
These values are referred to as the levels of the speed factor. The experimenting 
team decides to test each factor at two levels, as follows:

Feed: (F): .01 and .04 in/rev

Speed (S): 1300 and 1800 rev/min

Coolant temp (C): 100 and 140° F

They opt for a full-factorial experiment so they can generate the maximum amount 
of process knowledge. A full-factorial experiment tests all possible combina-
tions of levels and factors, using one run for each combination. The formula for 
number of runs is

n = LF

where

n = Number of runs

L = Number of levels

F = Number of factors

In this situation, n = 23 = 8 runs. The team develops a data collection sheet list-
ing those eight runs with room for recording five repetitions for each run (see 
Table 6.2). 

The factor–level combinations are also called treatments, and the repetition of 
runs is sometimes called replication. In experimenter’s jargon, it is said that there 
are eight treatments, with each treatment replicated five times. As the data are col-
lected, the values are recorded as shown in Table 6.3. These data are also referred 
to as the response values since they show how the process or product responds to 
various treatments.

Note that the five values for a particular run are not all the same. This may 
be due to drift in the factor levels, variation in the measurement system, and the 
influence of noise factors. The variation observed in the readings for a particular 
run is referred to as experimental error. If the number of replications is decreased, 
the calculation of experimental error is less accurate, although the experiment has 
a lower total cost. If all the factors that impact the dependent variable are included 
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in the experiment and all measurements are exact, replication is not needed and a 
very efficient experiment can be used. Thus, the accurate determination of experi-
mental error and cost are competing design properties.

Planning and Organizing Experiments

When preparing to conduct an experiment, the first consideration is “What ques-
tion are we seeking to answer?” In the previous example the objective was to 
find the combination of process settings that minimizes the surface finish read-
ing. Examples of other experimental objectives:

• Find the inspection procedure that provides optimum precision.

Table 6.2 A 23 full-factorial data collection sheet. 

 Run # Feed Speed C Temp 1 2 3 4 5 

 1 .01 1300 100

 2 .01 1300 140

 3 .01 1800 100

 4 .01 1800 140

 5 .04 1300 100

 6 .04 1300 140

 7 .04 1800 100

 8 .04 1800 140

Table 6.3 A 23 full-factorial data collection sheet with data entered. 

 Run # Feed Speed C Temp 1 2 3 4 5 

 1 .01 1300 100 10.1 10.0 10.2 9.8 9.9

 2 .01 1300 140 3.0 4.0 3.0 5.0 5.0

 3 .01 1800 100 6.5 7.0 5.3 5.0 6.2

 4 .01 1800 140 1.0 3.0 3.0 1.0 2.0

 5 .04 1300 100 5.0 7.0 9.0 8.0 6.0

 6 .04 1300 140 4.0 7.0 5.0 6.0 8.0

 7 .04 1800 100 5.8 6.0 6.1 6.2 5.9

 8 .04 1800 140 3.1 2.9 3.0 2.9 3.1
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• Find the combination of mail and media ads that produces the
most sales.

• Find the cake recipe that produces the most consistent taste in
the presence of oven temperature variation.

• Find the combination of valve dimensions that produces the most
linear output.

Sometimes the objective derives from a question. For example, the question “What’s 
causing the excess variation in hardness at the rolling mill?” could generate the 
objective “Identify the factors responsible for the hardness variation and find 
the settings that minimize it.” The objective must be measurable, so the next step is 
to establish an appropriate measurement system. If there is a tolerance on the objec-
tive quantity, the rule of 10 measurement principle says that the finest resolution 
of the measurement system must be less than or equal to 1/10 of the tolerance. The 
measurement system must also be reasonably simple and easy to operate.

Once the objective and a measurement system have been determined, the 
 factors and levels are selected. People with the most experience and knowledge 
about the product or process are asked to name the adjustments they’d make to 
achieve the objective. Their responses should include the things they would change 
(factors) and the various values (levels) they would recommend. From these rec-
ommendations, the list of factors and the levels for each factor are determined.

The next step is to choose the appropriate design. The selection of the design 
may be constrained by such things as affordability and time available. At this 
stage some experimenters establish a budget of time and other resources that may 
be used to reach the objective. If production equipment and personnel must be 
used, how much time is available? How much product and other consumables are 
available? Typically 20 to 40 percent of the available budget should be allocated to 
the first experiment because it seldom meets the objective and in fact often raises 
as many questions as it answers. Typical new questions are:

• What if an additional level had been used for factor A?

• What if an additional factor had been included instead of factor B?

Therefore, rather than designing a massive experiment involving many variables 
and levels, it is usually best to begin with more modest screening designs whose 
purpose is to determine the variables and levels that need further study.

The next few sections discuss various designs.

Randomization

Returning to the surface finish example, there are eight treatments with five rep-
lications per treatment. This produces 40 tests. The tests should be performed in 
random order. The purpose of randomization is to spread out the variation caused 
by noise variables. The 40 tests may be randomized in several ways. Here are two 
possibilities:

Part III.A
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 1. Number the tests from one to 40 and randomize those numbers to 
obtain the order in which tests are performed. This is referred to as a 
completely randomized design.

 2. Randomize the run order, but once a run is set up, make all five 
replicates for that run.

Although it usually requires more time and effort, the first method is better. To see 
that this is true, suppose time of day is a noise factor so that products made before 
noon are different from those made after noon. With the completely randomized 
design, each run will likely have parts from both morning and afternoon.

Blocking

If it is not possible to run all 40 tests under the same conditions, the experiment-
ing team may use a technique called blocking. For example, if the 40 tests must be 
spread over two shifts, the team would be concerned about the impact the shift 
difference could have on the results. In this experiment, the coolant temperature is 
probably the most difficult to adjust, so the team may be tempted to perform all the 
100° runs during the first shift and the 140° runs on the second shift. The obvious 
problem here is that what appears to be the impact of the change in coolant tem-
perature may in part reflect the impact of the change in shift. A better approach 
would be to randomly select the runs to be performed during each shift. This is 
called a randomized block design. For example, the random selection might put 
runs 1, 4, 5, and 8 in first shift and 2, 3, 6, and 7 in second shift. Another method 
that may be used to nullify the impact of the shift change would be to do the first 
three replicates of each run during the first shift and the remaining two replicates 
of each run during the second shift.

Once the data are collected as shown in Table 6.3, the next step is to find the 
average of the five replication responses for each run. These averages are shown 
in Table 6.4.

Table 6.4 A 23 full-factorial data collection sheet with run averages. 

 Run # Feed Speed C Temp Average surface
     finish reading

 1 .01 1300 100 10

 2 .01 1300 140 4

 3 .01 1800 100 6

 4 .01 1800 140 2

 5 .04 1300 100 7

 6 .04 1300 140 6

 7 .04 1800 100 6

 8 .04 1800 140 3
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Main Effects

The first step in calculating the main effects, sometimes called average main 
effects, is to average the results for each level of each factor. This is accomplished 
by averaging the results of the four runs for that level. For example, F.01 (feed at the 
.01 in/min level) is calculated by averaging the results of the four runs in which 
feed was set at the .01 level. These were runs 1, 2, 3, and 4, so

 F.01 = (10 + 4 + 6 + 2) ÷ 4 = 5.5

 Similarly, F.04 = (7 + 6 + 6 + 3) ÷ 4 = 5.5.

Runs numbered 1, 2, 5, and 6 had S at 1300 rev/min, so

 S1300 = (10 + 4 + 7 + 6) ÷ 4 = 6.75

 and S1800 = (6 + 2 + 6 + 3) ÷ 4 = 4.25

 C100 = (10 + 6 + 7 + 6) ÷ 4 = 7.25

 C140 = (4 + 2 + 6 + 3) ÷ 4 = 3.75.

The main effects may be graphed as shown in Figure 6.4.
Because the better surface finish has the lowest score, the team would choose 

the level of each factor that produces the lowest result. The team would suggest 
using a speed of 1800 rev/min and coolant temp of 140° F. What feed rate should 
be recommended? Since both F.01 and F.04 are 5.5, the feed rate doesn’t impact sur-
face finish in this range. The team would recommend a feed rate of .04 since it will 
result in a faster operation.

Factors with the greater difference between the high and low results are the 
factors with the greatest impact on the quality characteristic of interest (surface 
finish in this case). Most authors refer to the main effect as the high level result minus 
the low level result for the factor. For example

Main effect of factor F = F.04 – F.01 = 5.5 – 5.5 = 0

Similarly, main effect of S = S1800 – S1300 = 4.25 – 6.75 = –2.50

and C = C140 – C100 = 3.75 – 7.25 = –3.50

Using this definition of main effect, the larger the absolute value of the main effect, 
the more influence that factor has on the quality characteristic. It is possible that 

Feed, in/rev

10

5

Coolant temperature, °F
140100

10

5

.04.01
Speed, rev/min

10

5

18001300

Figure 6.4 Plot of main effects.
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the perceived difference between high and low results is not statistically signifi-
cant. This would occur if the experimental error is so large that it would be impos-
sible to determine whether the difference between the high and low values is due 
to a real difference in the dependent variable or due to experimental error. This 
may be determined by using analysis of variance (ANOVA) procedures. For analysis 
of data from an experiment, the null hypothesis is that changing the factor level 
does not make a statistically significant difference in the dependent variable. The 
a -risk is the probability that the analysis will show that there is a significant dif-
ference when there is not. The b -risk is the probability that the analysis will show 
that there is no significant difference when there is. The power of the experiment is 
defined as 1 – b, so the higher the power of the experiment, the lower the b -risk. 
In general, a higher number of replications or a larger sample size provides a more 
precise estimate of experimental error, which in turn reduces the b -risk.

Interaction Effects

To assess the interaction effects, return to the original experimental design 
matrix, replacing each high level with “+” and each low level with “–” as shown 
in Table 6.5. 

To find an entry in the column labeled “F × S,” multiply the entries in the F 
and S columns, using the multiplication rule “If the signs are the same, the result 
is positive; otherwise, the result is negative.” Fill the other interaction columns the 
same way. To fill the F × S × C column, multiply the F × S column by the C column 
(see Table 6.6).

To calculate the effect of the interaction between factors F and S, first find F × 
S+ by averaging the results of the runs that have a “+” in the F × S column:

F × S+ = (10 + 4 + 6 + 3) ÷ 4 = 5.75

Similarly, for F × S– = (6 + 2 + 7 + 6) ÷ 4 = 5.25

The effect of the F × S interaction is 5.75 – 5.25 = 0.50

Similar calculations show that F × C = 1.50, S × C = 0, and F × S × C = –1

Table 6.5 A 23 full-factorial design using + and – format. 

 Run F S C F × S F × C S × C F × S × C 

 1 – – –

 2 – – +

 3 – + – 

 4 – + 

 5 + – – 

 6 + – + 

 7 + + – 

 8 + + + 
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Interactions may be plotted in a manner similar to main effects as indicated in 
Figure 6.5. 

The presence of interactions indicates that the main effects aren’t additive.
Now, suppose the experiment, as set up in the previous example, is considered 

too expensive and the team must reduce costs. They can either reduce the number 
of replications for each run or reduce the number of runs by using what is called a 
fractional factorial design. It will be shown later that reducing the number of rep-
lications reduces the precision of the estimate of experimental error. So the team 

Table 6.6 A 23 full-factorial design showing interaction columns. 

 Run F S C F × S F × C S × C F × S × C Response 

 1 – – – + + + – 10

 2 – – + + – – + 4

 3 – + – – + – + 6

 4 – + + – – + – 2

 5 + – – – – + + 7

 6 + – + – + – – 6

 7 + + – + – – – 6

 8 + + + + + + + 3

F × S

10

5

+–
F × C

10

5

+–

S × C

10

5

+–
F × S × C

10

5

+–

Figure 6.5 A plot of interaction effects.
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decides to use a fractional factorial. They might choose the one illustrated in Table 
6.7. This design uses only four of the eight possible runs; therefore, the experiment 
itself will consume only half the resources as the one shown in Table 6.6. It still 
has three factors at two levels each. It is traditional to call this a 23–1 design because 
it has two levels and three factors but only 23–1 = 22 = 4 runs. It is also called a half 
fraction of the full factorial because it has half the number of runs as in the 23 full-
factorial design. 

Balanced Designs

In Table 6.7, note that when factor A is at its low level in runs 1 and 2, factor B is 
tested once at its low level and once at its high level, and factor C is also tested once 
at each level. Furthermore, when factor A is at its high level in runs 3 and 4, factor 
B is tested once at its low level and once at its high level, and factor C is also tested 
once at each level. Likewise, when factor B is at its low level in runs 1 and 3, factor 
A is tested once at its low level and once at its high level, and factor C is also tested 
once at each level. And when factor C is at its low level in runs 2 and 3, factor B 
is tested once at its low level and once at its high level, and factor A is also tested 
once at each level. An experimental design is called balanced when each setting 
of each factor appears the same number of times with each setting of every other 
 factor. The fractional factorial design in Table 6.7 is balanced.

The logical next question is, “Why use a full-factorial design when a frac-
tional design uses a fraction of the resources?” To see the answer, add a column 
to the design for the A × B interaction as shown in Table 6.8 and fill it using the 
 multiplication rule.

Table 6.7 Half fraction of 23
 (also called a 23–1 design). 

 Run # A B C

 1 – – +

 2 – + –

 3 + – –

 4 + + +

Table 6.8 Half fraction of 23 design with interaction columns to be filled in by the reader. 

 Run # A B C A × B A × C B × C A × B × C 

 1 – – +  

 2 – + – 

 3 + – –  

 4 + + +  
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Note that the A × B interaction column has the same configuration as the C 
column. Isn’t that scary? This means that when the C main effect is calculated, it 
is not clear whether the effect is due to factor C or the interaction between A × B 
or, more likely, a combination of these two causes. Statisticians say that the main 
effect C is confounded with the interaction effect A × B. This confounding is the 
principal price the experimenter pays for the reduction in resource requirements 
of a fractional factorial. This is the source of much of the controversy about the 
fractional factorial methods advocated by Taguchi and others. It is interesting to 
calculate the A × C and B × C interactions. More fright! So when is it safe to use 
fractional factorial designs? Suppose the team has completed a number of full-
 factorial designs and determined that factors A, B, and C do not interact signifi-
cantly in the ranges involved. Then there would be no significant confounding 
and the fractional factorial would be an appropriate design.

Resolution

Table 6.9 shows a full-factorial 24 (two levels for four factors) design. Of course, the 
number of runs is n = 24 = 16.

Table 6.10 illustrates a half fraction of the 24 full-factorial design with interac-
tion columns added. This half fraction was carefully selected to minimize the con-
founding of main effects with two-factor interactions.

Table 6.9 A 24
 full-factorial design.

 Run # A B C D

 1 – – – –

 2 – – – +

 3 – – + –

 4 – – + +

 5 – + – –

 6 – + – +

 7 – + + –

 8 – + + +

 9 + – – –

 10 + – – +

 11 + – + –

 12 + – + +

 13 + + – –

 14 + + – +

 15 + + + –

 16 + + + +
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Note that there are six two-factor interactions, four three-factor interactions, 
and one four-factor interaction. Also note that factor A is confounded with the 
BCD interaction because they have the same +/– pattern (although the A column 
has [–] signs where the BCD column has [+] signs and vice versa). 

Similarly, factor B is confounded with the ACD interaction, factor C with the 
ABD interaction, and factor D with interaction ABC. The big advantage of this par-
ticular fractional factorial is that, although there is confounding, main effects are 
confounded with three-factor interactions only. Since three-factor interactions 
are often small, the confounding of main effects will usually be minor. Of course, 
if a three-factor interaction is significant, as it sometimes is, especially in chemi-
cal and metallurgical reactions, it will be missed with this design. Another down-
side of this design is that two-factor interactions are confounded with each other 
(AB with CD, and so on). This means that an accurate picture of two-factor interac-
tions will not be possible. Fractional factorial designs fall into three categories:

 1. Resolution III designs have main effects confounded with two-factor 
interactions.

 2. Resolution IV designs have main effects confounded with three-factor 
interactions, and two-factor interactions confounded with each other. 
The example in Table 6.10 is a resolution IV design.

 3. Resolution V designs have some two-factor interactions confounded 
with three-factor interactions, and some main effects confounded with 
four-factor interactions.

Recall that full-factorial designs have no confounding. 

One-Fac tor Experiments

A process can be run at 180° F, 200° F, or 220° F. Does the temperature signifi-
cantly affect the product’s moisture content? To answer the question, the experi-
menting team decided to produce four batches at each of the temperatures. The 
12 tests could be completely randomized by numbering them from one to 12 and 
randomizing the 12 numbers to obtain the order in which the tests are to be run. 
Several experimental designs are possible. The least expensive design to execute 
would be to run the four 180-degree batches and then the four 200-degree batches, 
followed by the four 220-degree batches. This would reduce the wait time for oven 
cool-down that more random designs have but would tend to confound any time-
of-day effects with temperature effects. A chart showing testing order would look 
like the following table, where test #1 is done first, and so on:

Temperature, °F 

 180 200 220 

 #1 #5 #9 

 #2 #6 #10 

 #3 #7 #11 

 #4 #8 #12 
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A completely randomized design would have a chart like the following to show 
the testing order, where test #1 is done first, and so on:

Temperature, °F 

 180 200 220

 #3 #11 #8

 #7 #5 #1 

 #12 #9 #2

 #6 #4 #10 

If the team decided to produce one batch at each temperature each day for four 
days, they would randomize the order of the temperatures each day, thus using a 
randomized block design. The test order chart could look like the following:

Temperature, °F 

 Day 180 200 220

 1 #3 #1 #2

 2 #1 #3 #2

 3 #1 #2 #3

 4 #2 #1 #3

The team might decide to block for two noise variables: the day the test was per-
formed and the machine the test was performed on. In this case, a Latin square 
design could be used. However, these designs require that the number of  levels 
of each of the noise factors is equal to the number of treatments. Since they have 
decided to test at three temperatures, they must use three days and three machines. 
This design is shown in Table 6.11.

Assume that the team decides on the completely randomized design and runs 
the 12 tests with the following results:

Temperature, °F 

 180 200 220

 10.8 11.4 14.3

 10.4 11.9 12.6

 11.2 11.6 13.0

 9.9 12.0 14.2

The averages of the three columns are 10.6, 11.7, and 13.5, respectively.
A dot plot of these data is shown in Figure 6.6.
The graph suggests that an increase in temperature does cause an increase in 

moisture content. The vertical spread of the dots on each temperature raises some 
concern. If the dots were spread vertically too much, the within-treatment noise 
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would shed doubt on the conclusion. How much spread is too much? That ques-
tion is best answered by using ANOVA procedures. 

A 22 full-factorial experiment has two factors with two levels for each factor. 
For instance, to help determine the effect that acidity and bromine have on nitro-
gen oxide (NOx) emissions, two levels of acidity and two levels of bromine are 
established. The two levels are denoted – and + in each case. One scheme for list-
ing the 22 = 4 combinations is

 Run A B

 1 – –

 2 – +

 3 + –

 4 + +

That is, run #1 consists of measuring NOx emissions with acidity and bromine 
both at low levels. As stated earlier, it is important to repeat (or replicate) each 
run several times to get a handle on experimental error. If the measured results of 
the replications of a particular run are not consistent, a larger experimental error 
is indicated. The concept of experimental error is quantified by using ANOVA. 

Table 6.11 Latin square design. 

 Day Machine #1 Machine #2 Machine #3 

 1 180 200 220 

 2 200 220 180 

 3 220 180 200

14

12

11

10

M
o

is
tu

re
, %

 H
20 13

220200180
Temperature, °F

Figure 6.6 Dot plot of data. The heavy line connects the averages for each temperature.
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Assume in this case that each run will be replicated three times. Once again, it is 
important to randomize the order in which the 12 tests are done. An example of a 
completely randomized experimental design:

 Run A B  Replicates

 1 – – 11 8 5

 2 – + 2 6 4

 3 + – 7 10 9

 4 + + 1 3 12

The number 1 in the last row indicates that for the first test, acidity and bromine 
are both set at their high levels and the resultant NOx emission is measured.

Full-Factorial Experiments

A 22 full-factorial completely randomized experiment is conducted, with the 
results shown in Table 6.12.

The first step is to find the mean response for each run and calculate the inter-
action column as shown in Table 6.13.

The main effect of factor A is (24.7 + 37.3) ÷ 2 – (28.4 + 33) ÷ 2 = 0.3

The main effect of factor B is (33.0 + 37.3) ÷ 2 – (28.4 + 24.7) ÷ 2 = 8.45

The interaction effect A × B is (28.4 + 37.3) ÷ 2 – (33.0 + 24.7) ÷ 2 = 4.0

Table 6.12 A 22 full-factorial completely randomized experiment with results. 

 Run # A B  Response, y 

 1 – – 28.3 28.6 28.2 

 2 – + 33.5 32.7 32.9 

 3 + – 24.6 24.6 24.8 

 4 + + 37.2 37.6 37.0

Table 6.13 A 22 full-factorial completely randomized experiment with results.

 Run # A B A × B  Response, y  y–

 1 – – + 28.3 28.6 28.2 28.4

 2 – + – 33.5 32.7 32.9 33.0

 3 + – – 24.6 24.6 24.8 24.7

 4 + + _ 37.2 37.6 37.0 37.3
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The next issue is whether these effects are statistically significant or merely the 
result of experimental error. The larger the effect, the more likely that it is signifi-
cant. Intuitively, it appears that factor B may be significant and factor A probably 
isn’t. It’s not too clear whether the interaction A × B is significant. The defini-
tive answer to the question can be found by conducting a two-way ANOVA on 
the data. The calculations are quite cumbersome, so software packages are often 
employed. The following illustrates the use of MS Excel. Excel requires the data in 
a slightly different format, as shown in Table 6.14. The values obtained when fac-
tor A is at its low level are shown in the top two boxes. The values obtained when 
factor A is at its high level are shown in the bottom two boxes. The values obtained 
when factor B is at its low level are shown in the right two boxes. So the values 
obtained when A is low and B is low are in the top left corner box.

These numbers and labels are put in the first rows and columns of the spread-
sheet and the two-way ANOVA function is invoked. The result is illustrated in 
Table 6.15.

The printout from the ANOVA function contains additional information, but 
the portion shown in Table 6.15 provides the statistical significance results. The 

Table 6.15  ANOVA printout from Microsoft Excel. ANOVA is invoked through the Tools>Data 
analysis menus.

ANOVA

Source of variation SS df MS F P-value F criteria

Acidity 0.213333 1 0.213333 2.639175 0.142912 5.317645

Bromine 223.6033 1 223.6033 2766.227 1.89E-11 5.317645

Interaction 47.20333 1 47.20333 583.9588 9.17E-09 5.317645

Within 0.646667 8 0.080833  

Total 271.6667 11   

Table 6.14  Format for entering data into an 
Excel spreadsheet in preparation for 
two-way ANOVA.

  – B +

  28.3  33.5
 – 28.6  32.7
  28.2  32.9

 
A

 24.6  37.2
 + 24.6  37.6
  24.8  37.0
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P-value column contains information relating to the statistical significance of the 
factors. P is the probability that the source of variation is not significant. Using a 
hypothesis test model, the null hypothesis would be that the source of variation 
is not statistically significant. Assuming a = 0.05, the null hypothesis should be 
rejected if P ≤ 0.05. In this case, the P-values for the sources of variation labeled 
“Bromine” and “Interaction” are small enough to reject the null hypothesis and 
declare these factors—B and the A × B interaction—to be statistically significant at 
the 0.05 significance level. The row labeled “Within” in Table 6.15 calculates what 
is known as within-treatment variation, that is, the variation that occurs between 
replicates within the same run. The value of 0.080833 shown in the MS column of 
the “Within” row is the estimate of the variance of these replicate values. If repli-
cation hadn’t been used, this number, which indicates the size of the experimental 
error, would not have been available. What the ANOVA test really does is com-
pare the between-treatment variation with the within-treatment variation. The F-
 statistic shown in the column labeled “F” in Table 6.15 is obtained by dividing 
the corresponding MS value by the within-MS value. The first F-ratio, about 2.6, 
shows that the variation due to changing the levels of factor A is about 2.6 times 
the within-treatment error.

Two-Level Fractional Factorial Experiments

The full-factorial experiments described in the previous section require a large 
number of runs, especially if several factors or several levels are involved. Recall 
that the formula for number of runs in a full-factorial experiment is

Number of runs = LF

where 

L = Number of levels

F = Number of factors

For example, an experiment with eight two-level factors has 28 = 256 runs, and an 
experiment with five three-level factors has 35 = 343 runs. If runs are replicated, 
the number of tests will be multiples of these values. If the experiment is testing 
the effect of various agricultural factors on crop production, a plot of ground is 
divided into the required number of subplots and all runs and replicates can be 
conducted simultaneously. For instance, a 343-run experiment with four replica-
tions of each run would require 1372 plots of ground. If a total of an acre is avail-
able for experimentation, each plot could be approximately 30 ft2.

If, however, the experiment is testing the effect of various factors on product 
quality in a manufacturing process, the tests typically must be run sequentially 
rather than simultaneously. A full-factorial experiment with several factors and/
or levels may require the piece of production equipment to be taken out of produc-
tion for a considerable amount of time. Because of the extensive resource require-
ments of full-factorial experiments, fractional factorial experimental designs were 
developed.
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Robustness Concepts

Robustness means resistance to the effect of variation of some factor. For exam-
ple, if brand A chocolate bar is very soft at 100° F and brittle at 40° F, and brand B 
maintains the same level of hardness at these temperature extremes, it could be 
said that brand B is more robust to temperature changes in this range. If a paint-
ing process produces the same color on moist wood as on dry wood, the color is 
robust to variation in moisture content. The changes in temperature and humid-
ity are referred to as noise. Products and processes that are robust to noise of vari-
ous kinds are clearly desirable. The Japanese engineer Genichi Taguchi is credited 
with developing techniques for improving robustness of products and processes.

One approach to improving robustness is illustrated in Table 6.16.
As usual, the average value for each run is calculated and is labeled y–. In addi-

tion, the standard deviation of the values in the run is calculated and shown in the 
column labeled “S.”

Now the experimenter can complete the usual main effects calculations to 
determine the levels of each of the factors that will optimize the response value y. 
In addition, the main effects calculations can be run using the values in the S col-
umn to find the levels of each of the factors that will minimize the S-value. If these 
two combinations of levels do not agree, then a compromise between optimizing 
the response and minimizing the variation must be made. One way to approach 
the compromising process is through what Taguchi called the signal-to-noise 
(S/N) ratio. If it is desirable to maximize y, the signal-to-noise ratio may be calcu-
lated for each run, using

S/N =
y
S

Table 6.16 Robustness example using signal-to-noise ratio.

 A B C Replications y– S

 – – – 34 29 38 25 31.5 5.7

 – – + 42 47 39 38 41.5 4.0

 – + – 54 41 48 43 46.5 5.8

 – + + 35 31 32 34 33.0 1.8

 + – – 62 68 63 69 65.5 3.5

 + – + 25 33 36 21 28.8 6.9

 + + – 58 54 58 60 57.5 2.5

 + + + 39 35 42 45 40.3 4.3
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The main effects may then be calculated, using the S/N ratios to find the best 
 levels for each factor. If, instead, it is desirable to make y as small as possible, the 
S/N ratio can be defined as

S/N = 1
yS

If it is desirable to make y as close to some nominal value N as possible, the S/N 
ratio can be defined as

S/N =
−

1
y N S

Note that the S/N ratio is an attempt to find a useful compromise between two 
competing goals, optimizing y and minimizing S. It does not necessarily accom-
plish either of these goals, so it should be used with a bit of judgment.

Another technique Taguchi used for improving robustness is called the inner/
outer array design. In this procedure, the uncontrolled factors—those factors that 
the experimenter either can not or chooses not to control—are placed in separate 
columns next to the controllable factors, as shown in Table 6.17.

In this example, hardness of the steel and the ambient temperature are the 
uncontrolled factors. These factors could conceivably be controlled by putting 
the machine in an environmental enclosure and putting a tighter specification 
on the steel, but the experimenter chooses not to do either of these. Instead, antici-
pated extremes of hardness and ambient temperature are used for the experiment 
to determine settings of the controllable variables that will minimize variation in 
the output quality characteristic.

Table 6.17  Illustration of inner and outer arrays.

 Inner array Outer array

    Hardness – – + +

 Feed Speed Coolant temp. Ambient temp. – + – + y– S

 – – –  a

 – – +

 – + –

 – + +

 + – –

 + – +

 + + –

 + + +
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When the first run of the design in Table 6.17 is executed, the feed, speed, 
and coolant temperature are all set at their low levels. One part is made with low-
 hardness steel and low ambient temperature, and the value of the quality charac-
teristic is entered in the spot labeled “a.” When all 32 values have been entered, 
the averages and standard deviations are calculated. In this inner/outer array 
approach, the design intentionally causes perturbations in the uncontrollable 
 factors to find level combinations for the controllable factors that will minimize 
the variation in the quality characteristics under the anticipated hardness and 
ambient temperature variation. One might ask why hardness and ambient tem-
perature are not merely added to the factor list, making five factors at two levels, 
which would require 25 = 32 tests, exactly the number required in this example. 
That approach would establish the best settings for hardness and ambient tem-
perature. But that would also require a tighter spec on hardness and ambient 
temperature. Instead, the inner/outer array design determines optimum levels for 
the control factors in the presence of variation in the outer array factors.

8. HUMAN FACTORS RELIABILITY

Describe how human factors influence 
the use and performance of products and 
processes. (Comprehension)

Body of Knowledge III.A.8

Reliability testing must consider variation introduced by differences between 
 people. These differences can be categorized as usage factors, installation factors, 
and process management factors.

Use Factors

When conducting tests on a home laundry appliance, consideration must be given 
to the differences in the way people slam doors, choose washing detergent, main-
tain cleanliness, load the washer, and so on. Automotive components also experi-
ence a wide variety of operator habits. If the testing protocol calls for 100,000 door 
slams using a particular force, it has not accommodated all the variation that cus-
tomers may employ. 

Installation Factors

Products may be installed in a wide variety of environments. For building mate-
rials, automotive spare parts, stationary equipment, and many other products, 
the useful lifetime is impacted by the quality of the installation and the location 
parameters. For instance, if a window is installed slightly out of plumb it may 
not be as reliable as a properly installed unit. This has implications for design 
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and  testing procedures because the window should be robust to minor out-of-
 plumbness. Knowledge in this area also will impact installation instructions.

Process Management Factors

If reliability testing is conducted on products that are produced by an ideal  
process, the variation introduced by people in the production process may not be 
taken into consideration. Operators or process managers can influence product 
characteristics by the way they hold the paint gun or welding stick, the prompt-
ness with which a tank is evacuated, the delay between molding cycles, and 
so on.

Recommendations

From the testing viewpoint, it would be easier if all this human variation could 
be removed by specifying usage, installation, and processing parameters, and in 
fact that is typically done. A balance must be struck, of course, between the nar-
rowness of the specifications and the attendant loss in flexibility. If, for instance, 
an installation specification states that the ambient air must be between 65o and 
75o F, the testing will be simplified, but some customers will be lost and others will 
ignore the specification and be disappointed with product performance. There-
fore the product design team should strive for robustness to the variation intro-
duced by these human factors, keeping the specifications as broad as possible. 
This means that the reliability testing procedures must include tests throughout 
the specification spectrum.

9. DESIGN FOR X (DFX)

Apply tools and techniques to enhance a 
product’s producibility and serviceability, 
including design for assembly, service, 
manufacturability, testability, etc. (Evaluation)

Body of Knowledge III.A.9

Every design team has constraints within which they must function. The items 
listed in the body of knowledge excerpt above constitute design constraints. The 
relative importance of each of these characteristics has an impact on the resulting 
design.

Design for assembly refers to the conscious thought given to the assembly pro-
cess by the product design team. Decisions by the team affect the simplicity and 
ease of the assembly process by giving consideration to visual and mechanical 
access to fasteners, special tooling or fixturing that may be required, safeguards 
against incorrect assembly, and so forth.
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Design for manufacturability is similar to design for assembly but tends to put 
more emphasis on the fabrication or primary functions that precede assembly. 
Here, consideration is given to narrowness of tolerances and difficult configura-
tions such as deep dead-end holes, thin walls, and so on. 

Design for testability looks at testing procedures and tries to develop a design 
for which important characteristics are easily and accurately measured.

Design for cost puts emphasis on final cost of the product and makes this a 
strong constraint on product or process design.

Design for serviceability considers the ease and simplicity of installing replace-
ment parts as well as standard servicing requirements. 

Design for reliability emphasizes the long-term usefulness of the product to the 
customer. 

Many of these constraints are applied to typical designs, and often the extent 
of the constraint is a matter of emphasis.
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Chapter 7

B. Parts and Systems Management

1. PARTS SELECTION

Apply techniques such as parts 
standardization, parts reduction, parallel 
model, software reuse, etc., to improve 
reliability in products, systems, and 
processes. (Application) 

Body of Knowledge III.B.1

Parts standardization refers to the use of the same components in several prod-
ucts. Examples in the automotive industry include the use of the same chassis or 
engine for several automobile models. In some families of electronic products the 
same circuit board may be used, with different functions activated depending on 
the application. A parts reduction initiative makes an effort to reduce the number 
of parts required to perform a function. If, for instance, a two-bar linkage can be 
used to replace a three-bar linkage, there will be an associated simplification in 
parts, assembly, and maintenance. When product families are essentially the same 
except for size they are sometimes referred to as parallel models. A valve producer, 
for instance, may offer essentially the same geometry in valves for pipes ranging 
from one inch to ten inches. During the fabrication process, if parts are maintained 
in a state where they may be used in several models and then customized as they 
are needed, the raw as possible (RAP) principle is being used. Example: A dome-
shaped sheet metal part requires two, three, or four triangular holes depending on 
the product. Rather than producing an inventory of each type it might be useful to 
use one die to cut and form the dome shape and put a small press on the assembly 
line to punch the triangular holes as needed. 

If a module of software can be structured so that it is useable in more than one 
application, the costs of generating and testing the module are reduced.

There are obvious cost advantages associated with these techniques in terms 
of inventory, purchasing efficiencies, storage, accounting, and auditing. Reduced 
costs of reliability testing is an often overlooked advantage. If the function of three 
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very similar items can be handled by a single item, the costs for reliability testing 
may be reduced by 67 percent. And if that item is one that has already been tested, 
further savings are realized. 

These testing cost savings can be very substantial so design teams are well 
advised to look to families of parts and consider potential standardization.

2. MATERIAL SELECTION AND CONTROL

Apply probabilistic methods for proper 
selection of materials. (Application)

Body of Knowledge III.B.2

During product design it is important to consider the variation in materials. Proba-
bilistic methods permit the design team to produce products that are robust to this 
variation. This is accomplished by constructing distribution models that describe 
the variability in materials.

 Chapter 7: B. Parts and Systems Management 127

EXAMPLE 7.1

A design team is selecting building materials for a set of livestock shelters and is consid-
ering the use of a clip that slips over two two-by-fours. 

Gap

The failure mode of concern occurs if the gap is so narrow that the two-by-fours won’t 
fit. The nominal thickness of the two-by-fours is 1.5 inches and the gap is 3.010 ± .005. 
What percent of the clips will be too narrow?

Solution:
The team finds that the thickness of the two-by-fours to be used has m2×4 = 1.500 and 
s2×4 = .001 and is normally distributed. The gap in the proposed clip has mGap = 3.011 
and sGap = .002 and is normally distributed. The pair of two-by-fours has a total thickness 
that is normally  distributed with mPair = 3.000 and

s s sPair = + ≈× ×2 4
2

2 4
2 0014. .

Continued
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In some situations the distributions of the materials are not known, and soft-
ware packages may be used to fit sample data to distribution models. 

3. DERATING METHODS AND PRINCIPLES

Use methods such as S-N diagram, 
stress-life relationship, etc., to determine 
the relationship between applied stress and 
rated value. (Application)

Body of Knowledge III.B.3

In some fields, especially electronics, standard ratings are available for compo-
nents. These include stress limits, environmental conditions, and other characteris-
tics. Some common standards are MIL-HDBK-217, Bellcore (SR-22), NSWC-98(LEI), 
China 299B, and RDF 2000. Derating is the practice of using components for lower 
stress levels than those specified by the standards. This generally increases the 
useful product life. 

Stress-Life Relationships

The analysis of reliability data can be used to generate a life distribution. This dis-
tribution is typically defined for a given stress level. In situations where the stress 
may change, another dimension is added to the life distribution. This is depicted 
in Figure 7.1, which illustrates the fact that there may be a different life distribu-
tion for different stress levels.

The clearance between the clip and the pair of two-by-fours is normally distributed 
with

m m m

s s

Clear Gap Pair

Clear

= − = − =

=

3 011 3 000 011

2

. . .

×× ×+ + ≈4
2

2 4
2 2 0024s s Gap . .

Then

z = ≈m
s

Clear

Clear

. .46

From a normal distribution table, about 32 percent of the clips will be too narrow. The 
design team returns to the drawing board.

Continued
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4. ESTABLISHING SPECIFICATIONS

Identify various terms related to reliability, 
maintainability, and serviceability (e.g., MTBF, 
MTTF, MTBR, MTBUMA, service interval) 
as they relate to product specifications. 
(Analysis)

Body of Knowledge III.B.4

Some Common Reliability Metrics

Failure rate is defined as the number of failures per unit of time. The Greek letter 
lambda (l) is the symbol used for failure rate. We will denote failure rate as l or 
l (t). l (t) is also called the hazard function.

Mean time to failure (MTTF) is defined as the average time elapsed until the 
product is no longer performing its function. If the item is repairable, the mean time 
between failures (MTBF) is used. MTTF and MTBF are reciprocals of l :

MTTF or MTBF= =1 1
l l

Example: If l = .00023 failures per hour, MTBF ≈ 4348 hours
Reliability R(t) is defined as 

R
Number of units functioning at the end

( )t =
of the time period

Number of units that werre functioning at start of the test

Time

Stre
ssR

el
ia

bi
lit

y

Figure 7.1 Stress-life distributions.
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130 Part III: Reliability in Design and Development

BX life or B(X) life is the amount of time that has elapsed when X percent of the 
population has failed. For example B(10) = 367 hours means R(367) = .90.

Mean time between repairs (MTBR) provides another measure of the reliability 
of a product. MTBR data should include information about the type of repair and 
resources required. These data are helpful in determining spare parts inventories, 
planning for resources, and scheduling preventive maintenance.

Mean time between unplanned maintenance action (MTBUMA) indicates the level 
of confidence that can be placed in the machine when it is placed in a vital role. If 
MTBMA is relatively short, redundant equipment may be needed. 

Service interval refers to the recommended time between routine checks and 
replacements. Familiar examples include lubrication and filter change schedules.

Relationship to Product Specifications

It is customary to specify dimensions, weights, carbon content, and so forth, 
for products. From the reliability engineering standpoint it would often be more 
productive to specify one or more of the reliability metrics listed above. This 
has proven especially useful when specifying purchased parts. This is because 
suppliers often know more about the characteristics of their products than the 
customer. 

EXAMPLE 7.2

A set of 283 nonrepairable units are tested and the number of failures during each 100 
block of time is recorded. The test produced the following data:

Time # failures

0–99 0

100–199 2

200–299 10

300–399 30

Calculate l(t), MTBF, and R(t) for each time block.

Solution:
Using the formulas given in the definitions:

Time # failures # surviving k(t) MTBF (hrs) R(t)

0–100 0 283 .0000 Undefined 1.000

100–200 2 281 .0001 10,000 .993

200–300 10 271 .0356 28.1 .958

300–400 30 241 .1107 9.0 .852
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EXAMPLE 7.3

An automotive company had specified black rubber door seals, giving content, hard-
ness, profile dimensions, and other characteristics. Instead they now specify reliabil-
ity requirements such as resistance to UV exposure for specified amounts of time and 
passing rain tests for specified time periods. The customer has left other details up 
to the supplier and has found that their research requirements are reduced, the new 
seal does a better job, and the price is slightly reduced because the rubber supplier 
designed a product that is also easier for them to manufacture.
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Chapter 8

A. Reliability Modeling

1. SOURCES OF RELIABILITY DATA

Identify and describe various types of data 
(e.g., public, common, On-Site data) and their 
advantages and limitations, and use data from 
various sources (prototype, development, 
test, field, etc.) to measure and enhance 
product reliability. (Analysis)

Body of Knowledge IV.A.1

Reliability data are generally available to a manufacturer from several sources 
both external and internal to the company. A valuable external source of compo-
nent reliability data is the supplier. Other users of the same component can also 
supply reliability data. A comprehensive external data source available to military 
contractors is the Government–Industry Data Exchange Program (GIDEP). This 
program generates and distributes reliability data on commercially available off-
the-shelf units that are used by the various contractors. Failure data for units such 
as motors, pumps, relays, and so on, are exchanged through the GIDEP program. 
Information can be obtained from GIDEP Operations Center, Corona, California. 
Professional organizations such as the Institute for Electrical and Electronic Engi-
neers (IEEE) develop and maintain reliability data on hardware of various types. 
The IEEE can be contacted at 345 E. 47th Street, New York, NY 10017.

Information on nonelectrical parts (NPRD) can be obtained from the Rome Air 
Development Center, National Technical Information Service, Springfield, VA.

Many times internally generated data are given higher credibility; the condi-
tions used to generate the data are known and can be controlled. Capabilities of 
the manufacturing process, the quality control methods employed, and the speci-
fied operation environment of the design, as well as other factors specific to the 
manufacturer, are reflected in internally generated data.

Another valuable source of reliability data is the field service facility. Most 
manufacturers maintain data on the repair and maintenance services provided to 
their customers. This could be warranty data, data from dealers or distributors, or 
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data from customers or users of the product. Each return or maintenance activity 
should result in a report. These data should be collected and distributed. Failure 
analysis performed on failed parts, if they are available, will provide data as to the 
root cause of the failure. It is a reliability engineering function to collect and dis-
tribute field failure data. The data need to be available to reliability engineering, 
quality engineering, product design, testing, marketing, service, and other appro-
priate engineering and support functions.

Care must be taken to use the data appropriately. The conditions under which 
data generated internally is developed will be known. The true test time, the test 
acceleration numbers if used, the environment of the test, the actual failure mode, 
and other conditions will be documented. Data that are generated externally might 
be suspect, as the actual test or use conditions may not be known. 

2. RELIABILITY BLOCK DIAGRAMS AND MODELS

Describe, select, and use various types of 
block diagrams and models (e.g., series, 
parallel, partial redundancy, time-dependent 
modeling) and analyze them for reliability. 
(Evaluation)

Body of Knowledge IV.A.2

A system can be modeled for reliability analysis using block diagrams. A sys-
tem consists of subsystems connected to perform given functions. Systems can 
become complex, making reliability analysis difficult. A math model reduces the 
system to a graphical representation of the interconnection of its subsystems. The 
system reliability can then be modeled using the reliability of the various subsys-
tems. There are several advantages to modeling the system, including predict-
ing system reliability using reliability predictions for the various subsystems. The 
math model can be used to assist in making changes to the system for reliabil-
ity improvement. The model can be used to identify weak links in the system 
and to indicate where reliability improvement activities should be introduced. 
The model can be used to determine test and maintenance procedures. Modeling 
of the system should be initiated as soon as preliminary designs are completed, 
and the model should be updated as design changes are made to the system.

Static System Reliability Models

Series System. A system block diagram reduces the system to its subsystems and 
provides a tool for understanding the effect on the system of a subsystem fail-
ure. The most basic of the static block diagrams is the series model. A reliabil-
ity series model block diagram shows that the successful operation of the system 
depends on the successful operation of each of the subsystems. The failure of any 
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 subsystem will result in the failure of the system. This is a natural way to design 
and build systems. Consequently, most systems are series unless some effort is 
made to incorporate redundancy into the design.

In the series system block diagram each block represents a subsystem, as 
shown in Figure 8.1. There is only one path for system success. If any subsystem 
fails, the system will fail. It is important not to overlook the subsystem interfaces 
as they may be a source of failure. 

To analyze the system reliability using a series block diagram it is necessary to 
assume that the probabilities of failure for the individual subsystems are indepen-
dent. The assumption of independence is reasonable, and need only apply until 
the time of first failure. Any secondary failure, although it may be a safety consid-
eration, does not affect the reliability analysis. The system has already failed. This 
is not true of all models. Other models require the user to assume that the prob-
abilities of subsystem failure are completely independent for the entire mission.

It is necessary that all subsystems survive the mission if the system is to sur-
vive the mission. This is the joint occurrence of the success of the subsystems, and 
the product law for the joint occurrence of independent events is used to calculate 
system reliability.

The reliability of the system [RSystem(t)] is the probability of success of the system 
for the mission time t. The reliability of a subsystem i [Ri(t)] is the probability of the 
success of that subsystem for a mission of time t. If there are n subsystems and 
the reliability of each subsystem is known, the system reliability can be found as

RSystem(t) = [R1(t)] × [R2(t)] × . . . × [Rn(t)].

The reliability of each subsystem is less than one. The reliability of the system will 
be less than the reliability of any subsystem:

RSystem(t) < Ri(t) 

1 2 3

Figure 8.1 The series system.

EXAMPLE 8.1

A system consists of three subsystems connected in series. 
The reliability for each subsystem for a mission time of t is:

R1(t) = 0.99

R2(t) = 0.98 

R3(t) = 0.94

The system reliability for mission time t:

RSystem(t) = (0.99)(0.98)(0.94) = 0.91
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System modeling will assist in identifying reliability problems and the imple-
mentation of a reliability improvement effort. If significant reliability improvement 
is to be made to a series system, the subsystem with the minimum reliability must 
be improved. Maximum improvement in system reliability will be achieved by 
increasing the reliability of the subsystem with the minimum reliability. 

If the reliability of subsystem 1 in the above example is improved to 0.999, the 
improvement in system reliability is marginal.

RSystem(t) = (0.999)(0.98)(0.94) = .92

Regardless of the amount of improvement in subsystems 1 and 2, the system reli-
ability can not exceed 0.94. The focus for system reliability improvement should 
be on subsystem 3.

There are other block diagram models that could result in higher system reli-
ability. These models will be considered. However, it should be noted that there 
are many highly reliable series systems in use. The series design has some advan-
tages over other designs. A series system will require a minimum number of parts, 
consume minimum power and therefore dissipate less heat, take less room, add 
less weight, and be cheaper to build than other system configurations.

Parallel System. Redundancy can be designed into a system to increase  system 
reliability. A parallel system provides more than one path for system success, as 
shown in Figure 8.2. An active redundancy system has subsystems on line that can 
individually perform the functions required for system success. If a  subsystem fails, 
system success can be accomplished with the successful operation of a remaining 
subsystem. The system fails only when all the redundant subsystems fail.

To analyze a parallel system it is necessary to assume that the probabilities of 
failure for the various subsystems are totally independent for the entire mission 
time. This requires that the redundant system design be engineered to ensure 
that this assumption is valid. If a single event can cause more than one subsys-
tem to fail, or if the failure of one subsystem can cause a secondary failure of a 
 redundant subsystem, the desired improvement in system reliability due to the 
redundancy is lost. For example, a single power supply failure might cause the 
failure of redundant navigational systems. This situation is referred to as a  single-
point failure. Also, particular attention must be given to the interconnection points 
of the redundant subsystems. Many times these are the source of single-point  

1

2

3

Figure 8.2 The parallel system.
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failures. Reliability engineering tools such as FMEA that can be used to identify 
single-point failures or failure modes and remove them from the design are cov-
ered in Chapter 17. 

A redundant system will fail only if all subsystems fail. If a redundant system 
consists of n independent subsystems, and if the reliability of each subsystem is 
known, then system reliability can be calculated as:

RSystem(t) = 1 – [1 – R1(t)] × [1 – R2(t)] × . . . × [1 – Rn(t)]

Active redundancy is an important reliability tool available to the system designer. 
It should not, however, be used to improve the reliability of a poor design. It is 
much more efficient to engineer the design for the highest possible reliability and 
then use active redundancy if the desired reliability is still not achieved. 

Series–Parallel Model. A system may be modeled as a combination of series and 
parallel subsystems. For this model the same assumptions apply as for individual 
series or parallel systems. The combined system reliability can be found by con-
verting the system to an equivalent series or equivalent parallel model.

EXAMPLE 8.2 

An active parallel system has three independent subsystems. 
The reliability for each subsystem for a mission time of t is: 

R1(t) = 0.99

R2(t) = 0.98

R3(t) = 0.94

The reliability of the system for mission time t is equal to

RSystem(t) = 1 – (1 – .99)(1 – .98)(1 – .94) = .99998.

It should be noted that the reliability of the system is greater than the reliability of any 
of the redundant subsystems. 

RSystem > R i for all i = 1 to n

EXAMPLE 8.3

Figure 8.3 shows a series–parallel system. The reliabilities for each subsystem are shown 
on the diagram. Find the reliability for the system.

The reliability for the two parallel subsystems is:

R1 = 1 – (1 – .99)(1 – .99) = 1 – (1 – .99)2 

R1 = 0.9999

Continued
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Special Case Reliability Modeling 

m out of n System Model. A special case of the parallel system is the m out of 
n system. This is a parallel system of n equivalent subsystems. System success 
requires that at least m (m < n) of the subsystems not fail. For this system, m can be 
any positive integer less than n; however, if m = 1, the system reduces to an active 
parallel system. The binomial distribution along with the addition law for mutu-
ally exclusive events is used to find the reliability of the system. 

If R is the reliability for each of the n redundant subsystems, and m subsys-
tems are required for system success:

RSystem(t) = nCi (R) i(1 – R)n–i  i = m to n

where

n iC
n

i n
=

−( )⎡⎣ ⎤⎦

!
! !1

 

is the number of combinations of n items taken i at a time 

n! (defined only for nonnegative integers) is the product of all the positive 
integers up to and including n

6! = 2 × 3 × 4 × 5 × 6 = 720

0! = 1 by definition

0.99

0.999

0.99

0.89

0.92

0.90

Figure 8.3 A series–parallel model.

The reliability for the three parallel subsystems is:

R3 = 1 – (1 – .89)(1 – .92)(1 – .90)

R3 = 0.99912

The system is now an equivalent series system with R1 and R3 and R2 = 0.999.
The system reliability can be found as:

RSystem = R1 × R2 × R3 = (0.9999)(0.999)(0.99912)

RSystem = 0.998

Continued
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Significance. The reliability engineer must always guard against presenting reli-
ability results with more precision than the data warrant. All engineers need 
to know how to express results using correct significance. A legitimate concern 
might be raised about the significance of the results in the examples in this sec-
tion. In order to illustrate the method of solving the problems, the results are many 
times carried to more significant digits than can be justified by the data used 
in the calculations. In the next examples the results of the calculations are carried 
to the fourth decimal place and then rounded. This exceeds any significance that 
can be justified by the values used. This is done to show that the methods will give 
the same results.

System Model Using Bayes’s Theorem. Another special case is a coherent system, 
a connection of subsystems that can not be reduced to a series or parallel model. 
One method to solve for system reliability of such a system is known as Bayesian 
analysis. 

Choose one subsystem. With that subsystem assumed to be first in a success 
state, then in a failed state, the remaining system should reduce into a series–
 parallel arrangement. If it does not, choose another subsystem. With the chosen 
subsystem assumed to be in a success state, find the reliability of the remaining 
system and multiply by the probability that the subsystem has not failed. With the 
chosen subsystem assumed to be in a failed state, find the reliability of the remain-
ing system and multiply by the probability that the subsystem has failed. The sum 
of these two values is the system reliability.

EXAMPLE 8.4 

Eight units each with a reliability of 0.85 are connected in a parallel configuration. At 
least six units are required for system success. What is the reliability of the system? 

The reliability of the system is the probability that six of the units are successful and 
two of the units fail or that seven of the units are successful and that one of the units 
fails or that all eight of the units are successful. These probabilities are mutually exclu-
sive and can be added to give the probability of system success (see Chapter 4). 

RSystem(t) = 8C6 (.85)6(1 – .85)2 + 8C7 (.85)7(1 – .85) + 8C8 (.85)8

= (28)(.85)6(.15)2 + (8)(.85)7(.15) + (.85)8

= .885

EXAMPLE 8.5

The system model shown in Figure 8.4 can not be reduced to an equivalent series or 
equivalent parallel model. Find the reliability of the system using Bayes’s theorem.

Continued
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D

E

AInput OutputB C

Figure 8.4 System model for Bayesian analysis.

The subsystem reliability values are:

RA = RB = RC = 0.95

RD = RE = 0.99

Choose subsystem E.
Assume E is in a success state. The system model will reduce to

D

AInput Output

C

and the system reliability with E good is

R(E success) = 1 – [1 – (.99)(.95)][1 – .95] = 0.9970.

Assume E is in a failed state. The system model will reduce to

D

AInput OutputB C

and the system reliability with E failed is

R(E failed) = [1 – (1 – .99)( 1 – (.95)(.95))] [.95] = 0.9491.

The system reliability is

RSystem = R(E success) × P(E success) + R(E failed) × P(E failed)

RSystem = (0.9970)(0.99) + (0.9491)(1 – 0.99)

RSystem = 0.9965.

Continued
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Truth Table Method. System reliability can be found from any block diagram, 
when the subsystem reliabilities are known, using a systematic method to identify 
all the events that will result in system success. The total events can be identified 

EXAMPLE 8.6 

Find the reliability of the system shown in Figure 8.5 using the truth table method.
Subsystem reliabilities are:

RA = 0.85

RB = 0.90

RC = 0.95

The total number of events is 23 = 8.
Construct a truth table using S for success and F for failure.

Subsystem

 Event # A B C System Event probability

1 S S S S (.85)(.90)(.92) = 0.7038
2 S S F S (.85)(.90)(.08) = 0.0612
3 S F S S (.85)(.10)(.92) = 0.0782
4 S F F S (.85)(.10)(.08) = 0.0068
5 F S S S (.15)(.90)(.92) = 0.1242
6 F S F F

 7 F F S F
8 F F F F

The system reliability is the sum of the probabilities of the events that result in system 
success:

RSystem = 0.7038 + 0.0612 + 0.0782 + 0.0068 + 0.1242 = 0.9742

This can be verified using the series–parallel model.

RSystem = 1 – [1 – (.90)(.92)] × [1 – .85] = 0.9742

For an exercise, apply this method to the problem in Example 8.5 and verify that the 
system reliability is 0.9965. There are 25 = 32 total events. Fifteen events result in system 
success.

B

AInput Output

C

Figure 8.5 Series–parallel model for truth table method.
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by finding all the combinations of subsystem success (S) and subsystem failure 
(F). It can then be determined if an event will result in system success or in system 
failure. The probability that each event will occur can be determined. The events 
are mutually exclusive. The probability of system success is the sum of the prob-
abilities of the events that result in system success. The total number of events for 
a system modeled using k subsystems is 2k.

The method will be demonstrated on a simple system that can be easily veri-
fied. The method can be used for complex system diagrams but can become cum-
bersome as the number of subsystems increases. A computer model can be used 
for complex systems.

It should be noted that the solutions for system reliability for all the above 
static math models are distribution free. This means that no assumption is made 
about the distributions that describe the subsystem failures. Each subsystem fail-
ure could be described by a different distribution. The subsystem reliabilities can 
be determined independently and the system reliability can be calculated using 
the laws of probability. 

It might require a complex analysis to determine the distribution describing 
the system failures. The exception to this is the series model with subsystem fail-
ures described by the exponential distribution (constant failure rate). In this case 
the system has a constant failure rate and the system failure rate is the sum of the 
subsystem failure rates.

Series Model (Constant Failure Rate). A series system is shown in Figure 8.6. 
Assume that the failure distribution for each of the subsystems is exponential. 
Each subsystem i has a constant failure rate li.

The system failure rate is also constant and is equal to the sum of the subsys-
tem failure rates:

l lSystem = ∑ i

n

The system reliability is

RSystem = e–(l system)t.

The MTTF/MTBF of the system is

q
l

= 1

System

.

1 2 3

Figure 8.6 Series system.
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Dynamic System Reliability Models 

Dynamic math models are time dependent. To analyze a dynamic model, it is 
necessary to assume a failure distribution for the subsystems. For the following 
models the exponential distribution is assumed to describe the failures of the sub-
systems. Each subsystem is assumed to have a constant failure rate.

Load Sharing Model. The subsystems of an active parallel system are connected 
such that each shares equally in the total load. The subsystems are derated so that 
each is operating at less than its maximum load capacity. The failure rate of each 
subsystem is lowered and reliability is improved because the units are operating 
at a lower stress level. If a failure occurs, the remaining subsystems have enough 
capacity carry the system load, but they will be operating at a higher stress level 
and therefore at a higher failure rate. 

For the case of two units in a load-sharing configuration, each subsystem 
operates with a constant failure rate of l1 as long as both are operating. If one sub-
system fails, the remaining subsystem will continue to operate but at an increased 
failure rate l2 > l1.

System success for a mission time of t would be described as both subsystems 
operating successfully for the entire time t at failure rates equal to l1, or a failure 
occurring at time t1 < t, and the remaining subsystem operating for a time of t – t1 

at a failure rate of l2. 

EXAMPLE 8.7 

For the system in Figure 8.6:

l1 = 100 × 10–6 failures/hour

l2 = 80 × 10–6 failures/hour

l3 = 20 × 10–6 failures/hour

What is the system reliability for t =100 hours?

lSystem = l1 + l2 + l3 

lSystem = (100 + 80 + 20) × 10–6 = 200 × 10–6 failures/hour = 200E–6 failures/hour

Reliability: R(t = 100) = e–(200E–6×100) =0.98

MTBF: q = 1/(200 × 10–6) = 5000 hours

An alternate method would be to first find the reliability of each subsystem and then 
find the system reliability using the series model:

R1 = e–(100E–6×100) = 0.99

R2 = e–(80E–6×100) = 0.992

R3 = e–(20E–6×100) = 0.998

RSystem = (0.99)(0.992)(0.998) = 0.98
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If 2l1 = l2, the denominator of the above equation becomes zero.
The reliability equation reduces to
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The reliability equation can be expanded to include systems with more than two 
units.

Standby Redundant Systems. A system that has parallel units that are utilized 
only in the event of a failure is a standby redundant system. 

Figure 8.7 shows a primary unit performing a function. If the primary unit 
were to fail, a sensor could detect the failure and a standby unit could be switched 
in to allow the system to continue to perform the function. The standby unit must 
be capable of performing the function but it might not be identical to the primary 
unit. The sensing and switching system may be an automatic part of the system or 
may require some manual interface. An example of automatic sensing and switch-
ing and nonidentical redundant units is the backup battery in an alarm clock. An 
example requiring manual switching is the replacement of a failed tire on an auto-
mobile. These are examples of standby redundant systems because the secondary 
units become a functioning part of the system only after the primary unit fails.

A failure distribution for the subsystems must be assumed to analyze the 
 system for reliability. Other factors to be considered are the reliability of the sens-
ing and switching system and the probability that the secondary subsystem could 
fail before it is needed. 

The simplest system is one with both the primary and secondary units iden-
tical, perfect sensing and switching, zero probability of failure of the secondary 
unit in its quiescent mode, and a constant failure rate to describe the probability 
of failure for the units.

For such a system the failure rate of the primary and secondary units is l , 
and the mission time is t. The reliability of the system, RSystem(t), is the probability 
that the primary unit will operate successfully for time t, or the primary unit will 
fail at t1 < t and the secondary unit will operate successfully for the time t – t1. 

1

2

S

Figure 8.7 Standby redundant model.
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The reliability equation is

RSystem(t) = e–lt(1 + lt).

If the sensing and switching are not perfect (Rs/s < 1), the equation becomes

RSystem(t) = e–lt(1 + Rs/slt).

The equation can be expanded to include multiple standby units.
The reliability for a system with two standby units and perfect switching is

RSystem t e t
tt( ) = + +

( )⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

−l l
l

1
2

2

.

3. SIMULATION TECHNIQUES

Identify, select, and apply various simulation 
methods (e.g., Monte Carlo, Markov) and 
describe their advantages and limitations. 
(Analysis)

Body of Knowledge IV.A.3

Modeling a dynamic system to predict its performance can become complex. The 
dynamic models discussed previously assumed a constant failure rate for each 
block of the model, and the only parameter generated was reliability for a given 
mission time. 

System reliability may be dependent on failure distributions other than the 
exponential (constant failure rate), or the desired system performance param-
eter may include availability (see Chapter 13). Availability is a function of the 
 probability that the system remains in a useable state (reliability) and the proba-
bility of restoring the system to a useable state in a given period of time if a failure 
were to occur (maintainability). To analyze these systems, a simulation technique 
can be used. To use simulation the defining parameters of each distribution must 
be known.

In a Monte Carlo simulation, repeated calculations of system performance 
are made using randomly selected values based on the probability distribu-
tions that describe each element of the model. The large number of values of sys-
tem  performance generated can be used to develop a probability distribution of 
 system performance. Monte Carlo simulation does not involve complex mathe-
matics;  however, it requires an extensive use of computer time as each possible 
event for each unit of the model must be repeatedly sampled over the desired 
mission time. 
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EXAMPLE 8.8

The strength of a unit is normally distributed with a mean (mS) of 2600 psi and a standard 
deviation (sS) of 300 psi. The unit is exposed to a stress that is normally distributed with 
a mean (ms) of 2000 psi and a standard deviation (ss) of 200 psi. What is the reliability of 
the unit?

A Monte Carlo simulation can be performed on the unit by randomly selecting 
 values from the strength and stress distributions and finding their difference. Failure 
of the unit will occur when the difference between strength and stress is negative (the 
stress is greater than the strength). Table 8.1 shows a printout of the first several steps 
of an Excel computer run using these values. The printout shows a failure at replication 
number 9. These steps would be replicated thousands of times. N is the number of rep-
lications. The reliability of the unit could then be estimated: 

ˆ #
R

failures
=

−( )1
N

Table 8.1 Computer-generated values for a Monte Carlo simulation.

  Stress s Strength S Difference
 Replication l = 2000 l = 2600 x(s) – x(S) Failure = 1
 number r = 200 r = 300 d d < 0 = 1

 1 1942 2278 335 0

 2 2091 2566 475 0

 3 1599 2196 597 0

 4 2013 2572 559 0

 5 1934 2842 908 0

 6 2177 2416 239 0

 7 1936 2788 853 0

 8 1952 2110 157 0

 9 2042 2029 –13 1

 10 1950 2167 218 0

 11 1789 2743 954 0

 12 2141 2306 165 0

 13 2010 2619 610 0

 14 2030 2362 332 0

 15 1786 2593 806 0

 16 1805 2961 1156 0
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Markov Analysis

A complex system can be analyzed as a Markov process. The Markov process can 
be used to find the probability of being in a given state at some time in the future 
if the probability of moving from one state to another state is known and the prob-
ability remains constant. The system can exist in only one state at a time, and 
except for the immediately preceding state, all future states are independent of 
past states. 

One use of a Markov analysis is to determine the future probability of a repair-
able system being in a success state when the failure probability and probability 
of restoring the system are known. A simple system consisting of one unit can be 
considered to be in a success state (not failed) or in a failed state. If it is in the failed 
state, it is waiting to be returned to the success state. The transition probability 
from one state to the other is determined by the failure rate and the rate at which 
the unit can be restored to the success state after a failure (see Figure 8.8). 

PS–F is the probability of transition from state S (success) to state F 
(failure) in a given time interval.

PF–S is the probability of transition from state F to state S in the same 
time interval.

1 – PS–F is the probability of remaining in state S if the system is in 
state S.

1 – PF–S is the probability of remaining in state F if the system is in 
state F.

A Markov analysis is not limited to a system with only two states. There can be 
more than one success state. All the possible states of the system are identified. 
All of the transitions from one state to another state are identified, assuming one 
action at a time. The transition rates from one state to another state are deter-
mined. The probability of the system being in a success state can be determined 
by considering all possible states and the rates of transition from state to state. A 
Markov analysis requires the use of differential equations, Laplace transforms, 
and the solution of a series of linear equations using matrix algebra. Even though 

1 – PS–F 1 – PF–S

PF–S

PS–F

S F

Figure 8.8 A transition diagram for a system with two states.
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the analysis is exact, the assumptions necessary can affect the credibility of the 
results. A tree diagram can be used to model a simple system.

Each probability path represents a mutually exclusive event. The probability 
of the machine being in the success state (state S) at the end of two time intervals 
can be calculated as the summation of the probability paths to state S:

P(State S) = (0.7)(0.1) + (0.9)(0.9) = 0.88

As an exercise, expand the tree diagram to cover three time intervals. Verify that 
the probability of being in the success state (state S) at the end of three time inter-
vals is

P(State S) = (0.7)(0.3)(0.1) + (2)(0.9)(0.7)(0.1) + (0.9)(0.9)(0.9) = 0.876.

The tree diagram and the manual calculations become complex if the system 
has several success states. A Markov analysis will result in a transitional probabil-
ity matrix that can be evaluated to find the state probabilities over many periods 
of time. 

T
x x

x x
=

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

1 1 1 2

2 1 2 2

, ,

, ,

EXAMPLE 8.9

Refer to the system in Figure 8.9.
A machine in state S (success) is operating successfully. There is a probability of 0.9 

that the machine will remain in state S for a given time interval. There is a probability of 
1 – 0.9 = 0.1 that the machine will fail and transition to state F (failure). If the machine is in 
state F, there is a probability of 0.7 that it will be restored in the given time interval and 
transition back to state S. There is a probability of 1 – 0.7 = 0.3 that it will not be restored 
in the given time interval and will remain in state F.

F S

0.1 0.9

0.3 0.7

F S

0.1 0.9

S

F S

PS–F = 0.1

PF–S = 0.7

PS–S = 0.9

PF–F = 0.3

Figure 8.9 Tree diagram for Markov analysis for two time intervals.
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EXAMPLE 8.10

Using the values in Example 8.9, the transitional matrix is

T =
−

−
⎡

⎣
⎢

⎤

⎦
⎥ =

⎡

⎣

1

1

0 9

0 3

P P

P P

0.1

0.7
S–F S–F

F–S F–S

.

.⎢⎢
⎤

⎦
⎥.

TK will give the state probabilities after the kth time interval:

T 2

2

0 9
0 3

0 88
0 16

=
⎡

⎣
⎢

⎤

⎦
⎥ =

⎡

⎣
⎢

⎤

⎦
⎥

.
.

.
.

0.1
0.7

0.12
0.84

and

T 3

3

0 9
0 3

0 876
0 132

=
⎡

⎣
⎢

⎤

⎦
⎥ =

⎡

⎣
⎢

⎤.
.

.
.

0.1
0.7

0.124
0.868 ⎦⎦

⎥

The value in the first row and the first column, x1,1 = 0.88 when k = 2 and x1,1 = 0.876 when 
k = 3, is the probability of the machine being in the success state (state S) at the end 
of the second and third time intervals if the original state of the machine was success. 
The value in the second row and the first column, x2,1 = 0.84 when k = 2 and x2,1 = 0.868 
when k = 3, is the probability of the machine being in the success state at the end of the 
 second and third time intervals if the original state of the machine was failure (state F). 
As k increases, these values will converge, becoming the steady state value of the avail-
ability of the machine:

T 6 0 875008
0 125056

=
⎡

⎣
⎢

⎤

⎦
⎥

.
.

0.124992
0.874994

The values x1,1 and x2,1 are converging to 0.875, the steady state value of the availability 
of the machine.

There are some handheld calculators and many software programs that can be 
used to do the matrix algebra.
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Chapter 9

B. Reliability Predictions

1. PART COUNT PREDICTIONS AND PART STRESS ANALYSIS

Use parts failure rate data to estimate system- 
and subsystem-level reliability. (Analysis) 

Body of Knowledge IV.B.1

A reliability prediction is a design tool to be used early in the design and devel-
opment stage. To be effective, the prediction is started before the design is com-
pleted and completed before production tooling is set and hardware is procured 
for  production. Many times the prediction is done without any actual reliability 
data on the particular system, although there may be data on some of the com-
ponents. The reliability prediction can be used to determine the feasibility of the 
design to meet the system reliability goals, to focus attention on weak links in 
the design, to assess the impact of design changes on the system reliability, to com-
pare the reliability of competing designs early in the development stage, and to 
assist in establishing maintenance procedures. The reliability prediction is not a 
reliability estimate, which requires data, and should not be used as a measure of 
the actual achieved system reliability.

The best known and most widely used source of predictive data for electrical/
electronic systems is MIL-HDBK-217. The handbook assumes that electronics can 
be modeled using a constant failure rate and contains failure rate data for electrical 
and electronic components. The handbook contains data for all passive devices: 
resistors, inductors, capacitors, transformers, and so on. It also contains data for 
active elements: transistors, diodes, FETS, and so on, as well as digital and analog 
integrated circuits. There are methods to adjust the base failure rate of the com-
ponents depending on the number of leads, the number of gates in an IC, the use 
environment the component will experience, the quality control requirements the 
customer can impose on the supplier, and other factors that could affect the com-
ponent failure rate. The multipliers used to adjust the base failure rate are referred 
to as p (pi) factors. Two well known software programs using MIL-HDBK-217 data 
are PRISM and 217 Plus. Information about these programs is available from the 
Reliability Information Analysis Center (RIAC) (http://www.theRIAC.org).
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A circuit board (subsystem) failure rate could be predicted by adding the 
predicted failure rates of all the components on the board. This assumes a series 
model for the circuit board and will give a worst-case prediction. This is referred 
to as the part count method. A system failure rate could be predicted by adding 
the predicted failure rates of all the subsystems. This also assumes a series model. 
Using the assumption of a series model, the system will have a constant failure 
rate if all the components have a constant failure rate. 

For predicting the reliability of mechanical systems, the Handbook for Reliabil-
ity Prediction for Mechanical Systems is available. Information can be obtained from 
the Naval Surface Warfare Center, Carderock Division, Bethesda, MD. 

EXAMPLE 9.1
THE USE OF MIL-HDBK-217

The failure rate model for a resistor is lP =  lb × pE × pR × pQ failures/million hours.
Tables in MIL-HDBK-217 contain lb, the base failure rate, based on the standard 

derating used by the designer.
Tables also contain the pi factors:

pE is the environmental factor reflecting how the resistor is used.

pR is a factor based on the value of the resistor.

pQ is a quality factor and is dependent on the amount of control the customer 
has in the production of the component.

These factors and the base failure rate are combined to give the predicted failure rate 
of the resistor.

EXAMPLE 9.2

A 10,000-ohm carbon resistor is used in a communications receiver located in the crew 
compartment of a commercial aircraft. Assume a standard design derating of 40 percent 
at 60o C.

From MIL-HDBK-217:

lb = 0.0012/106 Base failure rate

pE = 3 Environmental stress factor

pQ = 1 Quality factor

pR = 1 Resistance factor

lp = (3)(1)(1)(0.0012/106) = 0.0036/106 Predicted failure rate

If the same resistor were used in a radar detector located on the deck of a naval ship:

pE = 12 Environmental stress factor

lp = (12)(1)(1)(0.0012/106) = 0.0144/106 Predicted failure rate
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The handbook follows the format of MIL-HDBK-217 and contains base fail-
ure rates for mechanical components that can be adjusted using multipliers or “c” 
 factors depending on the type of material, physical configuration, heat treatment, 
use environment, and other factors that would affect the probability of failure. 
This handbook assumes the constant failure rate model. 

Reliability predictions can also be based on the engineer’s experience with 
components used in previous designs of similar systems. In some cases, the com-
ponent vendor may supply typical failure rate data. The Government–Industry 
Data Exchange Program (GIDEP) is a source available to military contractors that 
contains failure reports on commercially available subsystems such as motors, 
compressors, pumps, and so on. Bellcore and AT&T have prediction data in tables 
and graphs for communications equipment, and there are international stan-
dards of typical failure rates for electronic components. System reliability values 
obtained using any of these sources should be treated only as prediction values.

2. ADVANTAGES AND LIMITATIONS OF 
RELIABILITY PREDICTIONS

Demonstrate the advantages and limitations 
of reliability predictions, how they can be 
used to maintain or improve reliability, and 
how they relate to and can be used with field 
reliability data. (Application)

Body of Knowledge IV.B.2

The reliability of a product needs to be continually evaluated using the available 
information during all stages of design, development, and production. This is nec-
essary to assure that the product will meet the system reliability requirements. 
During design, information on components and parts along with the  system 
model can be used to predict the reliability. As the product moves through the 
development and production stages, information from tests can be used to esti-
mate product reliability.

Early reliability predictions using the system model can be very useful to the 
reliability engineer. Predictions can be used to determine weak spots in the design 
and initiate a redesign effort.  Predictions can be used to choose between alternate 
designs. Predictions can be used to evaluate the effect on reliability of a design 
change. Predictions can be used to evaluate the feasibility of meeting the final 
 system-level reliability requirement with the present design.

Predictions have the limitation that they are based on the simplifying assump-
tion that each component has an inherent constant failure rate. Predictions can 
consider environmental stress levels, the complexity of the component, the manu-
facturing capability of the component manufacturer, and other factors that might 
affect failure. However, predictions can not take into account the human factors 
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that most likely cause failure. Factors such as the skill of the operator using the 
product, the ability of the design group to anticipate how the product will be used, 
the motivation of the designer to design a reliable product, the manufacturing 
capability of the system manufacturer, and the skill of maintenance personnel 
may be much more significant to product reliability. 

A prediction, unlike an estimate, does not have relevant experimental data 
for support. A prediction has no statistical confidence. Reliability prediction is 
at best an exercise in uncertainty. Databases containing typical reliability values 
such as failure rates are available. However, the reliability of a specific product is 
not a characteristic that can be inherently predicted with high precision. It is nec-
essary that the reliability engineer realize that even though complex models and 
mathematical relations exist for making predictions, the usefulness of a predic-
tion is limited. 

3. RELIABILITY PREDICTION METHODS FOR REPAIRABLE 
AND NON-REPAIRABLE DEVICES

Identify and use appropriate prediction 
methods for these types of devices and 
systems. (Application)

Body of Knowledge IV.B.3

If testing results are available, reliability predictions can be made based on 
the distribution of times to failure and the estimated parameters. If the expo nential 
distribution models the times to failure, the estimated parameter is the mean. This 
is called the mean time to failure (q ) or MTTF. If n units are tested and during the 
test r units fail, the estimate of MTTF is

q̂  = T/r 

where

T is the total time accumulated on the units including the units that 
failed and the units that did not fail

r is the number of failures

The estimated failure rate

l̂  = r/T

is the reciprocal of the mean.
The estimated reliability for a mission time of t is

R̂ = e–(t/q ) = e–lt.

A lower confidence limit qa can be calculated for the estimate of the mean:
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a = 1 – confidence

The estimate of reliability for a mission time t at a confidence level of 1 – a is 

R(a ) = e–(t/q(a)). 

For a repairable system, if the exponential distribution model is appropriate, the 
above discussion is valid up to the first failure. Predicting reliability for a repair-
able system becomes complicated because the system can be restored to use after a 
failure. A system that has undergone a series of restore (repair) actions comprises 
subsystems and components that have acquired different operating times. Even 
though a repair might return a subsystem to a new state, the system is not in a new 
state. This means that the system cannot be modeled using a constant failure rate. 
Rather than making predictions for the reliability of a system that has experienced 
several repair cycles, predictions should be made as to the number of spare parts 
needed in order for the system to meet specified availability requirements.

4. RELIABILITY APPORTIONMENT/ALLOCATION

Describe the purpose of reliability 
apportionment/allocation and its relationship 
to subsystem requirements, and identify 
when to use equal apportionment or other 
techniques. (Analysis)

Body of Knowledge IV.B.4

Reliability requirements are usually specified for the system level. The require-
ment might be a failure rate or an MTBF. Reliability apportionment is a technique 
used to allocate the system-level reliability requirement to the various subsystems. 
Each subsystem can then allocate reliability requirements to each of the various 
components that comprise the subsystem. If each component achieves its allocated 
reliability requirement, the subsystem will meet its requirement. And if each sub-
system achieves its allocated requirement, the final system will meet the system-
level requirement. Reliability apportionment should begin as soon as possible in 
the design process. Reliability apportionment can begin as soon as a preliminary 
design and engineering drawings are available. 

The allocation program forces the design team to understand the relationship 
between component, subsystem, and system reliability requirements. If reliabil-
ity is made a characteristic of the design, it will be given the same consideration 
as other characteristics such as power consumption, weight, or performance. The 
allocation process helps to ensure that an adequate effort is made to design reli-
ability into the system.

An essential component of the apportionment/allocation process is a system 
reliability model or block diagram. The system reliability requirement is then 
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 allocated to each subsystem.  The method used to allocate could depend on the 
stage of development of the design.

In order to involve reliability engineering in the early stage of development, 
it might be appropriate to assign to each subsystem an equal part of the system 
reliability requirement. This method is known as equal allocation. As the design 
becomes more mature and more information about the design is available, an 
allocation process that takes into account the complexity of each subsystem along 
with prior information on the various subsystems should be used. One method 
of weighted allocation known as the ARINC allocation method can be used. 
This method, developed by the ARINC Research Corporation, a subsidiary of 
 Aeronautical Radio, Inc., allocates individual subsystem reliability requirements 
based on the predicted attained reliability of all the subsystems.

The method assumes a series reliability model and exponential times to fail-
ure for each subsystem. Using these assumptions, the system failure rate is the 
sum of the subsystem failure rates. Predicted failure rate values (l) of each sub-
system are used to predict the system failure rate. The predicted system failure 
rate is compared to the system requirement (l*). If the predicted value exceeds the 
requirement (Σl > l*), allocation becomes necessary.

For the ith subsystem a weighted allocation can be determined:

l
l
l
li

i* *= ( )Σ

The following example illustrates the use of both equal allocation and the ARINC 
allocation method.

EXAMPLE 9.3

A hydraulic flow pressure reducer has the reliability model shown in Figure 9.1.
The reliability requirement for the system is a failure rate equal to 20 failures per 

million hours:
l* = 20/106 hours

Using historical information, information from similar designs, and information from 
the various subsystem vendors, the predicted failure rates of the subsystems are

l1 = 6.8/106 hours

l2 = 5.4/106 hours

l3 = 14.3/106 hours

l4 = 3.5/106 hours.

1 2 3 4

Figure 9.1 Series reliability model for allocation.

Continued
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The attained failure rate of the system is

lSystem = Σli = (6.8 + 5.4 + 14.3 + 3.5) 10 –6 hours

=  30/106 hours.

The attained system failure rate is greater than the required system failure rate. Reliabil-
ity allocation is necessary.

Equal Allocation
If equal allocation is used, the requirement for each subsystem will be 

l I = l*/4 = 5/106 hours.

This allocation method does not consider any differences in the complexity of the sub-
systems, any differences in the stresses each subsystem will experience, or the design 
maturity of the various subsystems.

This method of allocation gives no incentive to improve the reliability of subsystem 
4, and perhaps imposes an unattainable goal on subsystem 3.

ARINC Allocation
The requirement for each subsystem is allocated based on the weighted values

l 1
*
  = [6.8/30] 20/106 = 4.53/106 hours

l 2
* = [5.4/30] 20/106 = 3.60/106 hours

l 3
* = [14.3/30] 20/106 = 9.53/106 hours

l 4
*
  = [3.5/30] 20/106 = 2.33/106 hours.

This method is fair and gives each subsystem a goal for reliability improvement.
The allocation is not final. It is possible that the subsystem 3 failure rate could be 

substantially reduced. It is often possible to reduce a high failure rate easier than a low 
rate. As additional information becomes available, a reallocation should occur.

Continued
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Chapter 10

A. Reliability Test Planning

1. ELEMENTS OF A RELIABILITY TEST PLAN

Determine the appropriate elements 
and reliability test strategies for various 
development phases. (Analysis)

Body of Knowledge V.A.1

The reliability of a unit is a characteristic related to time or some other measure of 
product use. The results of some reliability tests are used to estimate reliability, to 
set confidence limits on the estimate, or to show conformance to some specified 
reliability value. These tests must be performed over an extended period of time. 
An exception to this is the testing of “one-shot” items, covered in Chapter 12 (see 
Attribute Testing). The results of other reliability tests are used to improve the 
reliability of a unit and may not require testing over long periods of time. If 
the primary strategy of a testing program is to use the results for any purpose 
related to reliability, the test is classified as a reliability test. It is also possible to 
obtain reliability information from other types of tests such as feasibility tests, 
functional tests, or quality assurance tests. 

The strategies for various reliability tests are primarily determined by the 
stage of product development during which the testing is performed. During early 
development of a new product no units are available, therefore no reliability test-
ing can be performed. 

As the preliminary design is available and prototypes or engineering mod-
els are built, a highly accelerated life testing (HALT) program can begin. The strategy 
for this reliability testing program is to stress the units beyond the design lim-
its in order to cause failures. A reliability improvement program to eliminate the 
weak components is then initiated based on analysis of these failures. The result-
ing design will become more robust, and failures due to marginal components 
will be eliminated, thus improving product reliability. Results from HALT testing 
can not be used to estimate failure rates since the units are stressed beyond the 
design limits. 
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Reliability tests with a strategy to estimate the failure rate or MTBF of the 
product can begin once production units become available. These tests, referred to 
as life tests, accumulate test time on several units while recording failures. These 
tests are required to run for a period of time. In many cases the test time could be 
prohibitive, making some type of acceleration necessary.

Before the product is delivered to the customer a highly accelerated stress screen-
ing (HASS) test should be performed. The strategy is to stress the entire produc-
tion run to eliminate defective product from the population and to detect any 
shift in the production process. Units that pass this test are shipped to the cus-
tomer. HASS is usually considered to be a quality engineering function. The test, 
 however, has a positive effect on reliability by limiting early-life failures.

If a compliance test is required, it must be performed before the product can 
be delivered to the customer. The strategy of this type of test is to verify that the 
product conforms to some minimum reliability measure. This is done by accu-
mulating time on several units, requiring this test to be performed over a span of 
time. Compliance testing can not be performed until the final design is set, pro-
duction tooling is in place, and units have been produced. The strategy of compli-
ance testing is not product improvement.

Planning for an integrated reliability test program must begin at the begin-
ning of the project. Planning must be thorough and timely if all the necessary 
 elements are to be in place when they are needed. Planning must be done to assure 
that the number of units to be tested, the test facilities including any special equip-
ment, and the necessary time are available when the tests are to be performed. 
Scheduling of the various reliability tests is necessary so that the results can be 
used in a timely manner based on the strategy of the test. It is much more efficient 
to make a design change before the product is released to production. 

A test plan should be prepared for each test performed throughout the project. 
The test plan should include the number of units to be tested, the method of con-
ducting the test, the stress conditions under which the test is to be run, the results 
to be recorded, the test equipment to be used, test calibration information, a docu-
mentation method to provide traceability to the test, and other information neces-
sary to the test engineer. If the strategy of the test is to record failures over time, a 
precise definition of product success and product failure must be available to the 
test engineer.

A test plan needs to include the following: objectives of the testing program; 
provision of resources for facilities, test equipment, time, and personnel to con-
duct the testing; test requirements and schedule, including the number of units 
to be tested and the test environments; procedures to make changes in the testing 
program as necessary; and documentation of the test results. Many sources list the 
necessary steps in developing a reliability test plan. The number of steps and 
the words describing the steps differ, but all essentially contain the same informa-
tion. Dimitri Kececioglu (1993) lists nine steps:

 1. Determine the test requirements and objectives.

 2. Review existing data to determine if any requirements can be met 
without testing. 
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 3. Review the list of tests to determine whether combining any tests would 
be economically feasible. 

 4. Determine the necessary tests.

 5. Allocate the resources necessary to perform the tests.

 6. Develop test specifications, data handling and storage procedures. 
Review acceptance and qualification criteria. Establish procedures for 
making future changes in the test specifications. 

 7. Assign the responsibility for conducting the tests, analyzing the results, 
and providing the overall integration of the testing program.

 8. Develop forms and procedures for reporting the test results.

 9. Develop procedures for maintaining the test status information 
throughout the entire testing program. 

2. TYPES AND APPLICATIONS OF RELIABILITY TESTING

Identify and evaluate the appropriateness 
and limitations of various reliability 
test strategies within available resource 
constraints. (Evaluation)

Body of Knowledge V.A.2

Reliability tests can be placed in several different classifications. One way to clas-
sify tests is by the phase of the development/production cycle in which they are 
conducted. Four major test categories classified in this manner are: 

• Product development tests

• Reliability performance tests

• Reliability acceptance tests

• Reliability verification tests 

These tests have different objectives and are conducted at different times during 
the process of product development and production. 

Product Development Tests

These tests are performed with the intent of taking action to improve the design in 
the event of failures, and to evaluate the system design, including the compatibil-
ity of subsystems. Results from product development testing may be used to dem-
onstrate the functional capabilities of the product but not to determine reliability 
parameters such as failure rate or MTBF.
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Reliability Performance Tests

Sometimes referred to as reliability qualification tests, these tests are performed after 
the design is completed. They will demonstrate that the system can meet the spec-
ified requirements under the specified conditions of operation (including envi-
ronmental). Generally these tests do not provide the data to determine reliability 
parameters, but only to give assurance that performance under stated conditions 
can be met. 

Reliability Acceptance Tests

Conducted during the production phase, these tests will demonstrate that reli-
ability parameters of the design have not been compromised by the production 
process. These tests might be part of the overall quality program, but with an 
emphasis on the reliability parameters. 

Reliability Verification Tests

These tests are performed to show compliance to stated reliability parameters such 
as MTBF or failure rate. It may be required to demonstrate compliance at a given 
confidence level. This type of testing is formal, statistical in nature, and requires 
standard procedures. Many units or long periods of test time could be required for 
these tests, making some form of acceleration necessary.

Reliability tests could be classified according to the way the tests are con-
ducted and the type of results that are recorded. The type of data to be taken and 
the way in which it is reported must be a part of the overall reliability test plan. 
Reliability tests can be continuous or they can be pass–fail. Results of continuous 
tests are recorded as variables data, and the results of pass–fail tests are recorded 
as attribute data. 

Attribute data are recorded as success or failure for a given test. The units 
being tested might not have active operating times. These units are referred to as  
one-shot items. They are units that perform successfully or fail when they are 
called on to operate, such as sensors or fuses. Estimates of the reliability or the 
probability of success of one-shot items can be made from the attribute data. Con-
fidence  limits on the reliability can also be calculated using the data.

Attribute data might also be recorded even if the units being tested have active 
operating times. Units being cycled in an environmental chamber may pass or fail 
the test. Unless each unit is metered separately it will not be known until the test 
is complete which units were successes and which units failed. The data that are 
recorded are the number of units that passed and the number of units that failed 
the test; the actual time to failure of the units that failed is not known. Estimates 
of the reliability of these units for a mission time equal to the equivalent time of 
the test, and confidence limits can be calculated using the data. 

The results of continuous tests are recorded as variables. The actual times to 
failure of each failed unit and the total time accumulated on the non-failed units is 
known. Life tests are conducted to determine reliability parameters such as MTBF 
or failure rate. The data from these tests should be recorded as variables. Estimates 
of the parameters can be made and confidence limits can be calculated from the 
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variables data. Continuous test may be conducted as replacement tests or as non-
replacement tests. The advantage of a replacement test is that the number of units 
on test is constant, therefore generating data at a faster rate. In a non-replacement 
test, units that fail are not replaced and the test population becomes smaller.

Compliance tests are performed to show that units have achieved some reli-
ability value. Results of these tests could be recorded as variables or as attribute 
data. Compliance to an MTBF or failure rate can be shown using variables data 
from a fixed-time test or from sequential testing. If required, the compliance could 
be shown at a given confidence level. Sequential testing will require, on the aver-
age, about one-half the total unit test time as a fixed-length test. The consequence 
of this is fewer units required or a decrease in the actual test time. The disadvan-
tage of sequential testing is that the actual time required for the test is not known 
at the beginning of the test. Attribute data from a pass–fail test can be used to 
demonstrate compliance to a reliability or a probability of success value for one-
shot items at a given confidence level. The test requiring the fewest number of 
units is a no-failure test. This is sometimes referred to as success testing.

Reliability tests can be classified as to the strategy and the types and levels 
of accelerations that are used. The strategy for a highly accelerated life test (HALT) 
program is product reliability improvement. The design is in the early develop-
ment stage and is not finalized. Units are tested at stresses exceeding the design 
limits. The stresses usually are environmental, such as temperature or vibration, 
but could be other loading stresses such as voltage. Stress is increased until some 
component in the product fails, resulting in product failure. A design change is 
made to eliminate the weak component. The process is then repeated on the prod-
uct incorporating the new design. Reliability improvement is achieved as the 
marginal design is improved by eliminating the weak components. The HALT 
program, along with other early product development reliability functions, will 
insure that a robust and reliable design is released to production. The test failures 
are not typical of the normal use of the product. Therefore, the results from the 
HALT program can not be used to estimate the reliability of the product. 
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EXAMPLE 10.1

100 integrated circuits (ICs) are cycled in an environmental test chamber for a test that is 
equivalent to 1000 hours of operation. At the completion of the test it is found that two 
of the units failed during the test.

The binomial distribution is used for the estimate of reliability, and the F distribu-
tion is used to calculate the confidence limit (see Chapter 12). 

The estimate of the reliability of the IC for a mission time of 1000 hours is

ˆ / / . .R t n r n=( ) = −( ) = −( ) =1000 100 2 100 98

From the F distribution: F(.10) 6, 192 = 1.77
The lower 90 percent confidence limit on the reliability of the IC for t = 1000 

hours is
RL(a = .10) = 98/[98 +3(1.77)] =.9486.
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The HALT testing program, along with other early product development reli-
ability functions, will assure that the design released to production is mature, 
requiring little or no modification. In some cases these types of tests are also 
used to determine the beginning of wear-out, known as the end of useful life. 
The amount of time and the number of units required for a life test can become 
prohibitive. Unlike Example 10.1, few projects will have 100 units available for 
reliability testing, and 1000 hours of testing is more than 40 days. If the product 
has high inherent reliability it would not be unusual to need 100,000 hours (or 
more) total unit test time to get meaningful results. To perform these tests it could 
become necessary to use some type of acceleration (see Accelerated Life Testing in  
Chapter 11).

Highly accelerated stress screening (HASS) is performed on 100 percent of 
the production units before shipment to the customer. To perform HASS test-
ing, the product is subjected to elevated stresses. Some of these stress levels may 
exceed the limits set by the customer requirements and stress the product beyond 
the levels expected in normal use. It is assumed that good units are unaffected 
by the test. All the units that pass the test are released for shipment. The prod-
uct must be robust to the stresses; therefore, HASS testing can not be performed 
unless a HALT program has been part of the product development. HASS test-
ing will remove early-life-failure units from the population, but the primary strat-
egy of the test program is to detect any shift in the production process. Before 
a HASS program can be successful, it is necessary that the production process 
has already proven to be capable and in statistical control. The stresses, usually 
 environmental, must be determined. The test equipment, including any special 

EXAMPLE 10.2

An accelerated non-replacement life test that is equivalent to 1000 hours of operation 
is conducted on 10 units in order to estimate the MTBF and set a lower 90 percent con-
fidence limit.

One unit failed at 450 hours and a second unit failed at 800 hours. Eight units did 
not fail during the test. The test was time-censored at 1000 hours.

The exponential distribution is used to estimate the MTBF and the c 2 distribution is 
used to set the confidence limit (see Chapter 8).

The total unit test time:

T = 450 + 800 + (8) × (1000) = 9250 hours

The estimate of MTBF:

ˆ / /q = = =T r 9150 2 4625 hours

From the c 2 distribution: 

c 2
(.10) 6 = 10.645

The lower 90 percent confidence limit: 

qL(a = .10) = (2) × (9250)/(10.645) = 1740 hours
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test chambers, must be available and in sufficient quantity, and test time allotted 
as part of the process in order not to slow production. 

Life testing requires that the test be run on several units over a period of time 
to accumulate a total unit test time. Using the assumption of a constant failure 
rate, 100 units tested for 100 hours, 50 units tested for 200 hours, and 10 units tested 
for 1000 hours all result in 10,000 hours total unit test time. The data from these 
tests can be used to make estimates of product reliability measures, such as fail-
ure rate or the mean time between failures (MTBF), and to determine the confi-
dence limits of the estimate. It is important that the units tested be typical of the 
 production units. Any changes in the design will affect the testing program, prob-
ably requiring more time or test units.

3. TEST ENVIRONMENT CONSIDERATIONS

Evaluate the application environment 
(including combinations of stresses) to 
determine the appropriate reliability test 
environment. (Evaluation)

Body of Knowledge V.A.3

The strategy of the reliability test and the product itself will determine the envi-
ronment of the test. If the desired result of the test is to produce failures typical 
of product use, the test must be conducted in an environment that reflects the 
environ ment of use. Sometimes increased environmental stress can be used to 
accelerate these tests. Not all products react the same to a given environmental 
stress. Solid-state electronics are very sensitive to increased temperature. Mechan-
ical units might be affected by vibration or increased contaminants such as salt 
spray or dust. Magnetic units might be affected by radiation. 

Electronic circuit boards could be exposed to vibration to detect poor solder-
ing, inadequate strength, or other mechanical defects. Radiation will also affect 
solid-state electronics and could be used to verify that shielding is adequate. 
Humidity, rapid temperature ramps, and shock are other environmental stresses 
used during reliability testing.

If the strategy of the reliability testing is to eliminate design weaknesses from 
the product, environments in excess of normal use may be used. The test strategy 
is to produce failures so that design changes can be introduced to improve reli-
ability. The unit will fail in ways not typical of normal use. The elimination of the 
weak components will increase product reliability. The level of these stresses can 
greatly exceed the design limits of the product. No reliability information can be 
obtained by testing units at stress levels lower than the normal use environment.

Test chambers capable of the appropriate test environments are required. Test 
equipment is now available that will allow the simultaneous application of  multiple 
environments. Combined environmental reliability testing (CERT) is an application of 
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multiple environmental stresses simultaneously. The simultaneous application 
of temperature cycling and vibration is an example of CERT. 

Harry W. McLean (2002) gives detail as to the maximum level of environmen-
tal stresses that are appropriate. The maximum levels are specific to the product, 
but typical operation ranges are:

Temperature:  –70° C to +100° C

Temperature rate: 60° C per minute

Vibration: Up to 30 Grms

The most advanced vibration systems utilize six degrees of freedom at frequen-
cies from two to 5000 Hz. Low-frequency energy is used to excite components 
with high mass, higher frequencies excite low-mass components. Solid state com-
ponents can be burned-in at 150° C. Integrated circuits should withstand tempera-
ture ramp rates of 90° C per minute.

More typical test environments perform vibration using three degrees of free-
dom and a temperature ramp rate of 20o C per minute. If the environmental testing 
is sequential, the order needs to be determined and might be important. Com-
bined thermal and vibration testing eliminates this requirement. The results of the 
testing should be both accurate and precise. Accuracy implies that the data are on 
target, and precision is knowledge of the tolerance limits of the equipment. This 
requires that the calibration of the test chambers, the measuring equipment, and 
the data recording devices are traceable to a standard. Periodic calibration is nec-
essary and should be stated as part of the overall reliability test plan.
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Chapter 11 

B. Development Testing

Assess the purpose, advantages, and 
limitations of each of the following types of 
tests, and use common models to develop 
test plans, evaluate risks, and interpret test 
results. (Evaluation) 

Body of Knowledge V.B

1. ACCELERATED LIFE TESTS

The length of time required for a reliability life test can be prohibitive. To 
reduce the actual time of the test, accelerated life testing can be employed. The 
strategy is to increase the rate at which failures occur, not cause new types of 
failures. The assumption of accelerated life testing is that the failure modes are 
unchanged by the increased stress. Failure analysis can be used to determine if 
new modes of failure result from the increased stress. This would be a reason to 
reduce the level or change the stress used to effect the acceleration.

Some devices can be accelerated in time by simply using them at a rate that 
exceeds the normal use rate. Automatic test facilities can be built that will continu-
ously operate the units. The time of use and the times of failure can be recorded. 
A fixture operating at 120 strokes per minute could exercise keys on a computer 
keyboard one million times in less than 6 days. A home appliance such as a dish-
washer that is cycled every two hours will accumulate 1200 cycles (average for 
eight years) in 100 days. 

Increased stress is often used to accelerate time. Suppose it is known that 
under normal use five percent of the population will fail in a time t(n). If the units 
are operated under an increased environmental stress, the same five percent 
will fail in a time t(s) (t(s) < t(n)). The ratio t(n)/t(s) is defined as the acceleration factor 
(AF). The actual time of the test (t) is referred to as the test time or clock time of the 
test. The equivalent time of the test is t(Eq) and is equal to the product of the accel-
eration factor and the test time:

t(Eq) = (AF) × t
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The acceleration factor is assumed to remain constant over the time of the test. 
The models used to accelerate time will depend on several factors. Electrical 

and mechanical failure modes will need different models. Increasing the constant 
failure rate or reducing the time to the onset of wear will involve different models. 
Two commonly used models are the Arrhenius model, when temperature is used 
to accelerate time, and the power law (sometimes referred to as the inverse power 
law) model when stresses other than temperature are used. The acceleration fac-
tors are usually derived from the models using physics of failure analysis for the 
various failure modes, testing to determine the value of the acceleration factor, 
and then verifying the acceleration factor. The verification many times may be 
delayed until results from the field can be obtained and analyzed. The determina-
tion of acceleration factors can be a lengthy and costly process.

The Arrhenius Model

The Arrhenius acceleration model is based on the Arrhenius equation (Savanti 
Arrhenius, 1858–1927). The Arrhenius equation states that the rate of a chemical 
reaction increases as the temperature increases:

R = A exp (–EA/KT)

where

R is the reaction rate of the chemical reaction

A is a scaling factor and will divide out of the final result

K is Boltzmann’s constant (8.617 × 10–5 electron volts/degree Kelvin)

T is the temperature in degrees Kelvin (C0 + 2730)

EA is the activation energy in electron volts

Reaction rate can be thought of as being synonymous with failure rate. Increas-
ing the test temperature will increase the constant failure rate of the units, which 
has the effect of accelerating time.

The acceleration factor is the ratio of the reaction rate at the increased tempera-
ture (TS) and the reaction rate at the use temperature (TU):

AF = RS/RU

This reduces to

AF = exp [EA/K (1/TU – 1/TS)].

The key to using the Arrhenius model is determining the appropriate activation 
energy. An approximation that can be used in the absence of knowing the activa-
tion energy is that every 100 centigrade increase in temperature doubles the failure 
rate. Activation energies usually fall in the range 0.5 eV to 2.0 eV. The activation 
energy is assumed to be constant for a given failure mode. 

To verify the value it may be necessary to test units at various stress (tem-
perature) levels. For example, units may be tested at a high temperature, an 
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 intermediate temperature, and a low temperature. The low temperature should 
represent the normal use value, but be high enough to result in a few failures dur-
ing the test. The high temperature should be near the upper limit over which the 
 failures modes remain unchanged. The intermediate temperature should be sig-
nificantly different from the two other values. More units need to be assigned 
to the lower temperatures to ensure that failures will occur during the test. If a 
total of 100 units were available for test, a 4-2-1 allocation would result in 57 units 
tested at the low temperature, 29 units tested at the intermediate temperature, and 
14 units tested at the high temperature. It may require more than one test to find 
these values. Failures should occur at a faster rate at the higher temperatures. If 
an analysis of the results shows that the same failure modes occurred at each 
 temperature, then an acceleration factor could be determined by comparing 
the time for a given percent of failures to occur. If five percent of failures occur at 
tS for the high temperature and five percent of failures occur at tL for the low tem-
perature, the acceleration factor is tL/tS. This analysis could be done graphically 
assuming the Weibull distribution (see Meeker and Hahn 1985).

The Power Law Model

The power law model applies to units subjected to accelerating stresses that are 
not thermal. The law states that the life of the product is inversely proportional to 
the increased stress:

(life at rated stress)/(life at accelerated stress) = 
[(accelerated stress)/(rated stress)] b

Testing at a rated and at an accelerated stress will give data to solve for b. It is then 
assumed that b will remain constant over the range of applied stress.

Other models can be used with combined stresses. Temperature and humid-
ity or temperature and vibration are examples of combined stresses that can be 
applied to accelerate failures and reduce the actual test time. The Eyring model 
can also be used when temperature is the acceleration stress. The Eyring model, 

EXAMPLE 11.1
ARRHENIUS MODEL

An electronic device that normally operates at a temperature of 50° centigrade is sub-
jected to a stress temperature of 100° centigrade. The activation energy for the failure 
mode is 0.8 electron volts.

What is the acceleration factor using the Arrhenius equation?

AF = exp [EA/K (1/Tu – 1/Ts)]

AF = exp [(0.8/8.617 × 10–5)(1/323 – 1/373)] = 47

Assuming the increased temperature did not cause new failure modes, two days of test-
ing at 100° C is equivalent to about three months of use. 
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the Arrhenius model, and the power law model can be combined to be used 
with multiple stresses. For an excellent discussion of combined stress models see 
 Kececioglu (2001).

2. STEP-STRESS TESTING
Highly accelerated life testing (HALT) is a reliability test program used in the early 
stages of product development. HALT is not a new concept. HALT testing grew 
out of the step-stress or overstress testing programs and uses the same strategy. 
The procedure is to continue to increase stress on a unit until failure occurs. The 
intent is to identify the weak link in the design in order to make a change to 
improve the design. 

The unit is not expected to fail when exposed to stresses that are within the 
design limits. The stresses that are applied exceed the specification limits of 
the design, forcing the unit to fail. Failure analysis and design improvement  follow 
each failure. The process insures that a robust design is created during the design 
and development phase, and eliminates the need for design changes during the 
processing phase. HALT testing many times uses combined environments utiliz-
ing temperature cycling, humidity, and vibration.

The purpose of HALT testing is to improve the reliability of the product. It 
must be employed early in product development. It is much more efficient and 
cost-effective to make changes before the design is completed, parts are ordered, 
and the processing tooling set.

EXAMPLE 11.2
POWER LAW MODEL 

A device that normally operates with five volts applied is tested at two increased stress 
 levels V1 = 15 volts and V2 = 30 volts.

Analysis of the data from the tests indicates that five percent of the population 
failed at 150 hours when the high stress voltage of 30 volts was used. When the stress 
voltage of 15 volts was applied, five percent of the population failed at 750 hours.

At what time t would five percent of the population be expected to fail under the 
normal stress of five volts? 

[750/150] = [30/15]b

log [750/150] = b log [30/15]

b = 2.3

[t/150] = [30/5]2.3

t = 9240 hours.

This means that an hour of testing at 30 volts is equivalent to 62 hours of use at 
five volts.
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Product failures are analyzed for product improvement purposes. These fail-
ures may not be typical of the product when it is operated within its design speci-
fications. The intent is to cause failures to occur quickly using a small number of 
units for the test.

Times to failure are not recorded and all the products tested might fail. 
Therefore reliability measures such as MTBF (MTTF) or failure rate can not be 
 calculated using the results of the test. The amount of reliability improvement due 
to the design change can not be quantified using the results of HALT. The product 
design will be robust with a strength that not only exceeds the normal stresses it 
is expected to experience during use, but also in excess of the stresses in the tails 
of the stress distributions. It is these stresses that cause failure in otherwise well-
designed products.

Highly accelerated life testing should be a standard component of the design 
and development phase if there is an expectation that the delivered product will 
perform with zero or very few failures. The details of the HALT program will 
 differ with the product. The stresses to be used, the limits on the stresses, whether 
the testing is cycled or static, and other details, are product dependent. The HALT 
stresses used during the design of a new type stepper motor and radar antenna 
servo system will be different from those used during the design of an auto pilot 
for a new military aircraft. Testing as an entire unit might be appropriate for 
some products while the testing of subsystems might result in quicker reliabil-
ity improvement for other products. The test plan and the test procedures need to 
be developed with input from reliability engineering, test engineering, product 
engineering, and design to ensure the most efficient use of test time for the HALT 
process.

McLean (2002) describes three distinct phases of the HALT process.

Phase 1: Pre-HALT Phase

During this phase, testing procedures are documented. Test equipment is pro-
cured and made ready. Procedures for recording of data are in place. The avail-
ability of necessary resources is assured.

Phase 2: HALT Phase

The testing is performed during this phase. The test procedures developed in 
the pre-HALT phase are followed. The operating units are subjected to elevated 
stresses. The tests are monitored, the results are analyzed, and the data recorded 
as previously determined.

Phase 3: Post-HALT Phase

Each issue uncovered during the HALT phase is subjected to root cause analysis 
and corrective action. A person is assigned responsibility for each action. Each 
action is open-ended until it is closed by reliability engineering. 

Phase 2 and Phase 3 can then be repeated as necessary. 
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3. RELIABILITY GROWTH TESTING

Reliability growth is the improvement in product reliability over a period of time. 
This improvement in reliability is due to changes in the product design. In the 
early stage of new product development, problems exist in the design that nega-
tively affect reliability. Early-development reliability activities such as FMEA, reli-
ability prediction, and early testing on prototype and engineering models will 
begin to identify these problems. Changes to the product design will begin to 
eliminate these problems. Tests will then be run on product of the new design, and 
other problems will be identified and eliminated. This activity when repeated is 
referred to as test, analyze, and fix (TAAF) and will result in reliability growth. 

Models that can be used to track reliability growth include the Duane model 
and the AMSAA model. Both require that the total unit test time (T) and the total 
number of failures (r) data from all the early testing be recorded. The data are com-
bined as the TAAF process progresses. A quantity called the cumulative MTBF 
(qm) is calculated after each stage of testing:

qm = T/r

where

T is the total unit test time including all testing

r is the total number of failures including all testing

In the Duane model,

qm = K(T)b. 

As the TAAF process continues and T increases, qm will increase, reflecting reli-
ability growth. This growth can be tracked.

log qm = log K + b log T

is a linear equation in logarithms, and will plot as a straight line on log–log graph 
paper. Measuring b from the graph will give the reliability growth rate.

The value of b can also be calculated. q0 is an initial value for the cumulative 
MTBF at cumulative unit test time of T0. q1 is a cumulative MTBF value after a total 
unit test time of T1 (T1 > T0):

b = [log(q1/q0)/log(T1/T0)]

In the Duane model, the true MTBF will grow at the same rate as the cumulative 
MTBF value. At any time during the testing, the true MTBF (q ) can be found as

q = qm/(1 – b).

The growth rate b can be used to compare the growth of a given project 
with the growth of other similar projects. A higher than average growth indicates 
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that resources are being used aggressively for that project. A lower than average 
growth is an indication that the use of reliability improvement resources is  limited 
for the project. 

A growth rate of about 0.25 to 0.4 is average for most projects. A higher growth 
rate shows that the effort to eliminate design weaknesses has been given top 
 priority. A lower growth rate indicates that reliability improvement actions are 
taken to eliminate only the most obvious design flaws. 

EXAMPLE 11.3
DUANE RELIABILITY GROWTH 

A new speed sensor and control module for an ABS braking system is in development. 
Units are subjected to three cycles of growth development testing. After each set of 
tests the results are analyzed and corrective action is implemented. After each design 
change new units are built for the subsequent test. Each test is conducted as a replace-
ment test utilizing 20 units. The equivalent test time for each test is 1000 hours, resulting 
in a total test time of 20,000 hours. 

The following results were obtained:

Test Cycle 1 
Equivalent test time T(1)= 20,000 hours. The cumulative test time T = 20,000 hours.

Number of failures r(1) = 20. The cumulative number of failures r = 20.

qC(1) = 20,000/20 = 1000 hours

Test Cycle 2 
Equivalent test time T(2) = 20,000 hours. The cumulative test time T = 40,000 hours.

Number of failures r(2) = 12. The cumulative number of failures r = 32.

qC(2)= 40,000/32 = 1250 hours

The calculation of q(2) uses the data from test cycle 1 and test cycle 2.

Test Cycle 3 
Equivalent test time T(3) = 20,000 hours. The cumulative test time T = 60,000 hours. 

Number of failures r(3) = 8. The cumulative number of failures r = 40. 

qC(3) = 60,000/40 = 1500 hours

The calculation of q(3) uses the data from test cycle 1, test cycle 2, and test cycle 3.
A plot of the data on log–log graph paper is shown in Figure 11.1. Cumulative MTBF 

(qC) is plotted on the y axis versus cumulative time (T) on the x axis. A linear measure of 
the slope of the line shows a growth rate of about .37.

Continued
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4. SOFTWARE TESTING
Various software testing strategies are used. To be the most effective at removing 
faults or “bugs” from the software, testing should be a function of each develop-
ment phase. White box testing, also referred to as structural testing, implies that the 
tests are designed and implemented with complete knowledge of the inner struc-
ture of the system being tested. It is testing the internal functions that must col-
lectively result in the specified external output. The intent is to cover all paths and 
to test all branches within the system. White box testing focuses on how the soft-
ware works.

It is desired to predict the amount of testing required to remove the majority 
of faults from a new software package. The fault rate decreases as faults are found 
and eliminated from the software. To make a prediction as to the number of faults 
remaining at any time in the testing program, it is necessary to have a prediction 
of the number of faults at the start of the testing program. One method, referred 
to as fault injection, is to seed the program with known faults and measure the test 
time to uncover a given percent of these faults. Compare that to the number of true 
program faults that have been found in a given test time and using the fault rate 
make a prediction as to the number of original faults in the program. 
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Figure 11.1 Duane growth plot.

Continued

Part V.B
.4

 Chapter 11: B. Development Testing 175



176 Part V: Reliability Testing

As many as 50 percent of the faults contained in large software programs are 
due to poorly stated or misunderstood specifications. The focus of software reli-
ability should be on defect prevention instead of defect detection and removal. A 
specification review and a design review should be part of every software devel-
opment project. See additional software discussion in Chapter 12.
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Chapter 12

C. Product Testing

Assess the purpose, advantages, and 
limitations of each of the following types of 
tests, and use common models to develop 
test plans, evaluate risks, and interpret test 
results. (Evaluation) 

Body of Knowledge V.C

1. QUALIFICATION/DEMONSTRATION TESTING

Qualification/demonstration reliability testing is commonly referred to as 
 compliance testing. Compliance tests are used to demonstrate that a product parame-
ter conforms to a given requirement. In reliability compliance testing, the para-
meter could be an MTBF/MTTF, a failure rate (failure intensity), or a reliability 
value. IEC standard 61124-2006 Compliance Testing for Constant Failure Rate contains 
procedures for testing values of failure rate or MTBF/MTTF, and IEC standard 
61123-1997 Compliance Plans for Success Ratio contains procedures for testing reli-
ability values for success/fail items. IEC standard 61124 contains fixed-time test 
plans, and IEC 61123 contains fixed-trial test plans. Both standards contain trun-
cated sequential test plans. The best known military standard for reliability dem-
onstration or compliance testing is MIL-HDBK-781 Reliability Testing for Engineering 
Development, Qualification, and Production. The assumption for all compliance test 
plans that use time as the continuous variable is that the failure model is the expo-
nential. This implies that the failure rate is constant and that MTBF/MTTF is equal 
to the reciprocal of the failure rate. The assumed failure model for the fixed-trial/
failure test plans is the binomial. 

All compliance test plans are described by an operating characteristic (OC) 
curve. An operating characteristic curve is a graph showing the probability of dem-
onstrating compliance given the true value of the product parameter. For a test 
with time as the continuous variable, the OC curve will have the true value of the 
required parameter [failure rate (l) or MTBF (m)] on the x axis and the probability 
of demonstrating compliance [P(A)] on the y axis. The unit reliability [R], or the 
probability of success for each trial, is on the x axis, and the probability of demon-
strating compliance is on the y axis for fixed-trial test plans. 
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If failure rate is used as the compliance requirement, the probability of dem-
onstrating compliance will be high if the true failure rate is equal to or less than 
the requirement. 

The probability will decrease as the true value of the failure rate increases. If 
MTBF is the requirement, the probability will increase as the true value of MTBF 
increases. IEC standard 61124 uses MTBF as the compliance value. 

A typical OC curve for failure rate is shown in Figure 12.1.
The OC curve shown uses failure rate (l) as the compliance value. The test is 

defined by two points on the OC curve: an accept point defined by l0 and 1 – a , 
and a reject point defined by l1 and b. The product is in compliance if the true fail-
ure rate is equal to or better (less) than l0, and should pass the test. There is a risk 
of failing the test even though the product is in compliance with the requirement. 
This risk is a and is known as the probability of a type I error. The product is not 
in compliance if the true failure rate is worse (greater) than l1, and should fail the 
test. There is also a risk of passing the test even though the product is not in com-
pliance with the requirement. This risk is b and is known as the probability of a 
type II error. The ratio of the two l values (l0/l1) is referred to as the discrimi-
nation ratio. As the discrimination ratio approaches one, the required amount of 
testing will increase. This could result in an increase of both the test time and the 
number of units on test.

MTBF/MTTF could be used as the compliance value. The accept point for this 
OC curve is defined by m0 and 1 – a , and the reject point is defined by m1 and b. 
The expected (acceptable) MTBF is m0, and m1 is the minimum acceptable (reject-
able) MTBF. The ratio m0/m1 is the discrimination ratio.

The Basics

Fixed-Time Test Plans. A fixed-time compliance test consists of placing units on 
test to accumulate test time (T) while recording failures. The criterion for accep-
tance (compliance) is based on accumulating a given amount of test time and 
having an acceptable number of failures. The maximum number of allowable fail-
ures for compliance is usually specified as c. The test is continued until either 
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Figure 12.1 Operating characteristic curve for sampling plan.
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the required amount of test time has been accumulated (accept), or the allowable 
number of failures has been exceeded (reject). 

Both the required amount of test time and the allowable number of failures 
are determined by the accept and reject points on the OC curve. Once the two 
points are defined, the amount of cumulative test time T required and the allow-
able number of failures c is set. The cumulative test time T is the total of the oper-
ating time of all the units during the test, including the units that fail as well as 
the units that do not fail.

Either a replacement test or a non-replacement test can be performed to acquire 
the required cumulative test time. In a replacement test, the units that fail are 
replaced with good units. This essentially keeps the same number of units on test 
all the time. If a non-replacement test is used, the units that fail are not replaced 
and the test population becomes smaller with each failure. The cumulative test 
time is the total of all the operating times of all the units during the test no matter 
which type of test is used.

The time required to perform a demonstration test can become excessive. If 
accelerated testing can be used (see Chapter 11), the actual time required can be 

EXAMPLE 12.2

An example using IEC standard 61124 will be shown.

It is desired to show compliance of a product MTBF. 

The acceptable value m0 = 3000 hours, and the rejectable value m1 = 1000 hours. 

The discrimination ratio m0/m1 = (3000)/(1000) = 3. 

The a and b risks are both set to 0.10.

From Table 3 of IEC standard 61124 (Table 12.1) test plan B.7 can be used.
The OC curve for this plan is shown in Figure B.6 of the standard (Figure 12.2).
The test requires a cumulative test time of 9300 hours and the allowable number of 

failures is five.

T = (3.1) × (m0) = (3.10) × (3000) = 9300 hour 

c = 5

Continued

EXAMPLE 12.1

Ten units are on test. The units are not replaced when they fail (non-replacement).

One unit fails at t1 = 685 hours, and a second unit fails at t2 = 1690 hours.

The test is ended at t = 2500 hours with no additional failures.

What is the total accumulated test time?

T = 685 + 1690 + (8)(2500) = 22,375 hours
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Table 12.1 Table of fixed-time test plans from IEC standard 61124.

Characteristics of the plan
Test  Acceptable True risks for
plan Nominal Discrimination Test time for number of 

 no. risks ratio termination failures m = m0 m = m1

`% a% D T1/m0 c `% a%

 B.1 5 5 1.5 54.10 66 4.96 4.84

 B.2 5 5 2 15.71 22 4.97 4.99

 B.3 5 5 3 4.76 8 5.35 5.40

 B.4 5 5 5 1.88 4 4.25 4.29

 B.5 10 10 1.5 32.14 39 10.00 10.20

 B.6 10 10 2 9.47 13 10.00 10.07

 B.7 10 10 3 3.10 5 9.40 9.90

 B.8 10 10 5 1.08 2 9.96 9.48
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Figure 12.2 OC curves for fixed-time test plans from IEC standard 61124.

The accept and the reject points on the OC curve can be verified. Using the constant 
failure rate concept the expected number of failures is l × T. If the true MTBF is 3000 
hours, l × T = (1/3000) × (9300) = 3.1. This is the accept point. Using the cumulative 
 Poisson tables, which can be justified because of the constant failure rate, the probabil-
ity of five or fewer failures is 0.90. At the reject point l × T = (1/1000) × (9300) = 9.3. Again 
from the cumulative Poisson tables the probability of five or fewer failures is 0.10.

Continued
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reduced. For Example 12.3 the required cumulative test time is 28,410 hours. This 
could be accomplished by placing 20 units on test and running the test for 1420 
hours (approximately two months). If a non-replacement test is performed, the 
test time would be extended with each failure. If an acceleration factor of 60 can 
be applied to the test, the required cumulative test time is reduced to 469 hours 
(approximately one day using 20 units on test).

Sequential Test Plans. Sequential test or probability ratio sequential test (PRST) 
plans are different from the fixed-time test plans. For a fixed-time test, the deci-
sion to accept can not be made until the test is completed and the required cumu-
lative test time is reached. The results of sequential tests are continuously assessed 
to arrive at one of three alternative decisions. Sequential testing results in a deci-
sion to accept compliance, reject compliance, or to continue testing at every value 
of cumulative test time. The intention is to make a decision to accept or reject com-
pliance in the minimum amount of test time. A graph of a sequential test is shown 
in Figure 12.3.

The alternatives, described by the three regions on the graph, are accept com-
pliance, reject compliance, or continue testing. The three regions are defined by 
parallel straight lines constructed using the values m0 (acceptable MTBF) and m1 

(rejectable MTBF) along with a , and b from a predetermined OC curve if MTBF is 

EXAMPLE 12.3

If the rejectable MTBF is changed to 1500 hours (m1 = 1500 hours), the discrimination 
ratio is now 2 and test plan B.6 can be used.

The required cumulative test time is 28,410 hours [(9.47) × (3000)] and the allowable 
number of failures is 13. 

It is important to note the increase in required cumulative test hours as the discrim-
ination ratio approaches one. This is in spite of the fact that the MTBF value to be dem-
onstrated remains the same.

0

1

2

3

4

5

6

7

0 1 2 3 4

r

a = 0.10; b = 0.10; D = 3.0

T*/m0

Figure 12.3 Sequential test plan.
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to be demonstrated. Acceptable failure rate (l0) and rejectable failure rate (l1) are 
used if the compliance value is a failure rate.

In order to ensure that the test does not continue for an indefinite time there 
are rules for ending the test. The test could be terminated at a given time or on a 
given number of failures if a decision to accept or reject compliance has not been 
reached. This is referred to as a truncated sequential test.

A graph of a sequential test plan from IEC standard 61124 is shown in  Figure 
12.3. This plan has a and b risks equal to 0.10 and a discrimination ratio of 3. 
The OC curve for this test is shown in Figure 12.2 (test B.7). The equations for 
 constructing the straight lines that identify the accept, reject, and continue testing 
regions, as well as the rules for termination, are included in the standard. On the 
average, an accept or reject decision will be reached with less cumulative test time 
than with fixed-time test plans.

2. PRODUCT RELIABILITY ACCEPTANCE TESTING (PRAT)
Product reliability acceptance testing (PRAT) will be done on reliability-critical ele-
ments during the production phase. This testing is to ensure that the inherent 
design reliability of the product is not compromised during production. This test-
ing is performed on production units and is referred to as production reliability test-
ing. If this testing is done to accept or reject production lots based on specified 
reliability requirements, it is referred to as PRAT. This testing is used to detect 
shifts in the process that would affect product reliability. 

3. STRESS SCREENING
Stress screening is a final test performed on production units prior to release 
to the customer. Burn-in testing is allowing the product to accumulate use time 
before it is delivered. A burn-in or screening test program will reduce the occur-
rence of early-life failures after the product is delivered. During the burn-in, 
 manufacturing- related nonconformities that cause early failure will be detected. 
To accelerate the rate at which the weak units fail (early-life failures), some stress 
(usually environmental) is applied during the test. This is referred to as environ-
mental stress screening (ESS). This stress should not damage an acceptable unit. 
Units that do not fail will be delivered to customers. 

Highly accelerated stress screening (HASS) (see HASS testing, Chapter 10) is 
a stress screening program to ensure that the final product will exceed its envi-
ronmental requirements. The design has been proven to be robust using a HALT 
testing program. The environmental stresses of a HASS program may exceed 
the product design specifications. A HASS program can only be used if a HALT 
program was used during product development. The HASS program will detect 
problems in the process that negatively affect product reliability. The HASS pro-
gram is not intended to detect ongoing process problems. Its purpose is detecting 
a shift in a process that has previously been shown to be capable. HASS testing 
is not intended to compensate for a production process that is less than capable. 
Before HASS can be used successfully, accepted process quality procedures must 
be applied to the process. Processes must have capability measures, such as C pk, 
at acceptable levels. Suitable SPC procedures must be in place. Modern test equip-
ment allows the testing to be done using combined environments. 
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Once the process has demonstrated statistical control it may be possible to 
replace the HASS test program, which is performed on 100 percent of the pro-
duction units, with a stress audit program. This would reduce costs as it would 
require less test equipment and personnel. It could also reduce time to market for 
high-volume production. A statistical approach to the audit that would involve 
stress screening a sample of the production units is called highly accelerated stress 
audit (HASA). A HASA test program will detect a process shift but has the risk of 
allowing some early-life failures to reach the customer.

4. ATTRIBUTE TESTING
The results of an attribute test are classified as one of two possible states. Exam-
ples of the classifications of the results of attribute testing include success/failure, 
acceptable/unacceptable, and conforming/nonconforming. Attribute testing is 
used to evaluate the reliability of units that must operate when called on to oper-
ate but have no active mission time. These units are referred to as one-shot items. 
These could be units such as sensors or igniters. For example, in the testing of a 
force-detecting sensor, the result of each test is success (the sensor detected the 
force) or failure (the sensor did not detect the force).

Results from a test in which a continuous variable, such as time, could be 
 measured may sometimes be recorded as attributes. For example, several operat-
ing units are placed inside an environmental test chamber. At the end of the test 
each unit is checked to see if it is still operating. The test result recorded for each 
unit is success or failure. If the unit failed, the exact time of failure is not known.

The binomial distribution is usually used to estimate the reliability of units 
subjected to attribute testing. A necessary condition for using the binomial as a 
model is that the probability of success remains the same from trial to trial. This 
implies that each unit on test has the same probability of success.

A reliability estimate can be obtained from an attribute test. The test could be 
described as testing n units and recording r failures. The estimate of the reliability 
of the unit for the conditions of test is

ˆ .R for= − ≥n r
n

r 1

EXAMPLE 12.4

150 sensors used in the airbag system on an automobile are tested at a force that should 
be detected. Two of the sensors failed to detect the force and therefore are classified as 
failures. What is the estimate of the reliability of the sensor for detecting that force?

n = 150 

r = 2

ˆ .R =
−( ) =

150 2
150

0 987
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A confidence limit could be placed on this estimate of reliability from an attribute 
test. The confidence limit will involve the use of the F distribution. The confidence 
value is C. The risk or significance of the test is a = 1 – C.

RL =
−( )

−( ) + +( ) ( ) +( ) −( )

n r

n r r F
r n r

1
2 1 2a , ,

The F value is the ratio of two c 2 values and has two degrees of freedom. The first 
set is for the numerator and is 2(r + 1). The second set is for the denominator and 
is 2(n – r).

The normal distribution could sometimes be used to approximate the value, 
and graphs are available for determining the confidence value. A good set of these 
graphs is in the appendix of The Handbook of Reliability Engineering and Management 
(Ireson, Combs, and Moss 1995).

Zero Failure Test. A point estimate of reliability can not be made if the test results 
in zero failures. A lower confidence limit can be found for a zero-failure test. The 
lower confidence limit on the reliability value RL for a test of n units with zero fail-
ures at a confidence value of C is

RL = (1 – C)1/n.

In the above equation (1 – C) is referred to as the significance of the test and may 
be replaced by a .

The equation becomes

RL = a 1/n.

This equation can be solved for the number of units necessary to test without fail-
ure to show a given reliability at a given confidence level. 

RL = a 1/n

log RL = (1/n) log a 

n =
log

log
a
RL

EXAMPLE 12.5

Find the lower limit on reliability with confidence of 0.90 for the test results of Example 
12.4.

From the F distribution table, Appendix F:

F(0.10), 6, 296 = 1.77

RL = ( )
+ ( )[ ] =
148

148 3 1 77
0 965

.
.

The true reliability exceeds 0.965 with a confidence of 0.90.
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EXAMPLE 12.6

One hundred and fifty sensors used in the airbag system on an automobile are tested at 
a force that should be detected. None of the sensors failed to detect the force, therefore 
no point estimate of the reliability of the sensor is possible. What is the lower 90 percent 
confidence limit on the reliability of the sensor for detecting the force? 

RL = (0.10)1/150 = 0.985

The true reliability exceeds 0.985 with a confidence of 0.90.

EXAMPLE 12.7

The compliance requirement is to demonstrate that the airbag sensor has a minimum 
reliability of 0.98 with a confidence of 0.90. How many sensors need to be tested if the 
test results in zero failures?

n = [log (0.10)/log (0.98)] = 114 

If the probability of success does not remain the same from trial to trial, the binomial 
model is not applicable. The hypergeometric distribution can be used to model this 
case. An example would be sampling without replacement. As a sample is taken from 
a population with a given number of defective units, the population decreases. The 
probability of finding a defective unit changes as each individual unit is taken from 
the population.

EXAMPLE 12.8

A production lot of 200 units contains three defectives. If a sample of 30 is tested, what 
is the probability of finding two or more of the defective units?

The hypergeometric distribution gives the probability of finding exactly d defective 
units in a sample of n units.

d = Number of defective units in the sample

D = Number of defective units in the population 

n = Number of units in the sample

N = Number of units in the population

P d
C C

C
D d N D n d

N n

( ) =
[ ]⎡⎣ ⎤⎦

[ ]
( ) −( )–

Continued
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5. DEGRADATION TESTING
The failure rate of solid-state electronics will increase as the temperature increases. 
Good design practice for solid-state electronics dictates that heat be kept to a mini-
mum and removed from the system. It is sometimes desired to have units fail at 
a faster rate during testing. The addition of heat to solid-state electronics systems 
causes faster degradation, which can be equated to increasing the amount of test 
time. The Arrhenius model is often used to determine the equivalent time the unit 
is on test. 

(See Accelerated Life Tests, Chapter 11)

6. SOFTWARE TESTING
A testing program is required to ensure that software is released with a minimum 
number of embedded faults. Testing is the most efficient method of finding and 
eliminating faults from software. O’Connor (2002) states that more than 50 per-
cent of programming errors are due to the lack of understanding of the specifica-
tions. Good design controls and well stated specifications reduce the probability 
of a programming error. Not introducing an error into the program is much pre-
ferred over trying to remove the error from the program. 

As faults are found and eliminated, the probability of finding additional faults 
decreases. This is the early-failure part of the software bathtub curve. This test-
ing activity is a part of the development phase, and differs from the early-failure 
part of the hardware bathtub curve. The early-failure part of the hardware bathtub 
curve occurs after the production phase. It is desirable to test the software package 
for every possible input under every condition. Error-free software would then be 
delivered to the customer if every fault that is uncovered is eliminated without 
adding additional faults. For complex software packages, all possible conditions 
may not be anticipated, and the elimination of faults could result in the creation of 

where

DCd is the number of possible combinations that can be formed from D units if they 
are selected d at a time.

DCd = (D!)/[d! × (D – d)!] 

P P P

P

d d d

d
C C

C

≥( ) = =( ) + =( )

≥( ) = [ ][ ]
[

2 2 3

2 3 2 297 28

300 30 ]] + [ ][ ]
[ ]

≥( ) = + =

3 3 297 27

300 30

2 0 026 0 0009 0 0

C C

C

dP . . . 2269

Most scientific calculators will perform this calculation using the combination key.
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new faults. It is generally accepted that the most extensive testing programs will 
uncover and eliminate about 95 percent of the faults in a software program.

Software Testing

Testing software programs with respect to their external specifications is referred 
to as black-box testing or functional testing. Representative inputs are inserted and 
the resulting outputs are compared to the requirements. The testing is to deter-
mine whether the software responds as intended. The intent is to test the com-
pleted system to determine whether the original requirements are met. Black-box 
testing is not concerned with internal functions. Black-box testing should be per-
formed in the operating environment using the actual interface units. 

Software testing should begin as the programs are written. Testing smaller 
programs is efficient and less complicated. Testing should continue as the pro-
grams are integrated into a system. White-box testing is concerned with how the 
system works. The individual programmers may be best suited for this type of 
testing as they understand their own codes. The program can be immediately cor-
rected as errors are found.

Errors that are found by the customer after the software is released may not 
be immediately corrected. The customer may require use of the software in ways 
not anticipated by the test engineer. If the customer could test the software before 
release these faults might be found and eliminated. For some applications it is pos-
sible to involve the customer in testing the software before it is released. This is 
referred to as beta testing. For a flight control software package, this testing might 
be done on a flight simulator instead of an actual aircraft.

Operational profile testing exercises the software package under all the antici-
pated conditions of the users. Faults that remain in the software are obscure and 
difficult to detect. These faults are experienced in a random manner and will not 
immediately be corrected. This is the justification for considering the fault rate 
constant and for using the exponential distribution to model the reliability of soft-
ware after it is released.
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Chapter 13

A. Management Strategies

1. MAINTAINABILITY AND AVAILABILITY PLANNING

Develop maintainability and availability plans 
that support reliability goals and objectives. 
(Application)

Body of Knowledge VI.A.1

Maintenance can be performed on most operating systems. Systems referred to as 
repairable systems can be returned to service if they fail. Prescribed maintenance 
actions will maintain a system in operating condition and reduce the probabil-
ity of failure due to wear. There are two general classifications of maintenance 
actions. 

Preventive maintenance (PM) includes all the actions performed to keep the sys-
tem in an operating state by preventing wear-out failures. Preventive maintenance 
does not reduce the constant failure rate that is inherent to the system but tends 
to maintain the system at that level of failure probability. Preventive maintenance 
actions can be planned and if possible be performed when there is no demand to 
use the system. 

Corrective maintenance (CM) includes all the actions required to return the 
system to an operating state once failure has occurred. Corrective maintenance 
actions can not be planned, and must be performed when the system fails. Correc-
tive maintenance actions in some cases may be deferred; however, the system is 
not operable until the corrective maintenance is completed.

Availability is a measure of the likelihood that a system will be ready to oper-
ate (system is up) when it is called on to operate. Reasons the system would not 
be ready to operate (system is down) include the possibility that a failure has 
occurred and the corrective action has not been completed and the possibility 
that the system is not operable because preventive maintenance actions are nec-
essary. There could also be other logistic reasons that the system is not operable. 
 Availability, then, is a function of the number of maintenance actions necessary 
and the time it takes to complete the actions. If the preventive maintenance actions 
can be planned and performed when there will be no demand to use the system, 
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the time to  perform these actions will not affect the availability. Availability can 
be perceived as uptime (the time the system is operable) divided by total time (the 
time during which there could be a demand to use the system).

The mean time required to bring a system back to an operable state after a fail-
ure is expressed as the mean time to repair (MTTR). This value is the mean of all 
corrective maintenance actions and includes the probability that the action is nec-
essary and the time required to complete the action:

MTTR =
( )Σ
Σ
l
l

i i

i

t

li is the failure rate ( probability of occurrence) for the ith failure mode, and ti is the 
time to repair the system after the failure has occurred. 

A mean for preventive maintenance actions can be found by replacing the fail-
ure rate for each failure mode with the frequency of occurrence of each preventive 
maintenance action and the time to perform that maintenance action.

The steady state or inherent availability of a system with a constant failure 
rate is

A
MTBF

MTBF MTTR
=

+
.

The availability of a system will increase if the system reliability is increased 
(increase MTBF) or if the time to repair is reduced (decrease MTTR).

2. MAINTENANCE STRATEGIES

Identify the advantages and limitations 
of various maintenance strategies (e.g., 
reliability-centered maintenance (RCM), 
predictive maintenance, condition-based 
maintenance), and determine which strategy 
to use in specific situations. (Analysis)

Body of Knowledge VI.A.2

Maintenance strategies should be chosen to ensure a high level of availability 
while controlling costs. Preventive maintenance does not improve the inherent 
reliability of the system. Preventive maintenance will maintain the reliability level 
of useful life, keeping the failure rate low. It will also delay the onset of wear, thus 
increasing the length of useful life. 

A single unit, such as a pump, could be considered to be a system. Or the 
pump could be considered to be a component of a larger system. In either case, 
system reliability is at the highest level if all units are in their useful life phase. 
Preventive maintenance strategies such as reliability-centered maintenance and 
predictive maintenance are proactive and require the replacement of the system 
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or components of the system that are nearing the end of their useful life or enter-
ing wear-out. Replacement is made before failure occurs. Condition-based main-
tenance is reactive and is a corrective maintenance strategy. Replacement is made 
after failure occurs.

The appropriate strategy for replacement needs to be chosen. The information 
needed in order to choose the most appropriate replacement strategy includes:

• The failure distribution of the unit

• The cost associated with the failure of the unit

• Any safety issues associated with the failure

• The cost of the replacement unit

• The cost associated with scheduled replacements

• The cost of inspection or test

Predictive and Reliability-Centered Maintenance
Predictive maintenance assumes that the operator can detect the imminent failure 
of a unit. This detection can be by observation, analysis, or using test equipment. 
The analysis of an oil sample or the measurement of increased vibration might 
indicate wear and an increasing failure probability. If the increasing failure proba-
bility can not be detected by the operator, a reliability-centered maintenance strategy 
could be adopted. This strategy uses the predicted failure distributions to deter-
mine the optimum replacement time for units about to enter the wear-out phase. 
Replacement of units that are entering the wear-out portion of the bathtub curve 
will maintain the system reliability at the useful life level. 

It is possible that any maintenance action can negatively impact reliability 
by inducing failure modes due to the maintenance action. These maintenance-
induced failures are similar to the early-life failures due to the manufacturing 
or installation of a system. An effort should be made during design to ensure that 
standard preventive maintenance actions can be performed quickly and with a 
low risk of introducing problems due to the maintenance actions. 

3. MAINTAINABILITY APPORTIONMENT/ALLOCATION

Describe the purpose of maintainability 
apportionment/allocation and its 
relationship to system and subsystem 
requirements, and determine when to 
modify the maintainability strategy to achieve 
maintainability goals. (Synthesis)

Body of Knowledge VI.A.3

Reliability deals with reducing failures of the system and thus reducing the fre-
quency of unscheduled maintenance actions. Maintainability deals with reducing 
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the duration of the downtime that is a result of both scheduled and unsched-
uled maintenance actions. Maintainability is often thought of as a technique for 
 making repairs easy. It is actually, however, the engineering involved in minimiz-
ing the total downtime. 

MIL-HDBK-472 gives the following definition of maintainability:

Maintainability is the ability of an item to be retained in or restored to specified 
conditions when maintenance action is performed by personnel having specified 
skill levels and using prescribed procedures and resources at each prescribed level 
of maintenance and repair.

The maintenance actions are to be performed by skilled personnel, using proper 
procedures, with the proper tools, and having access to standard replacement 
parts. The objective is best accomplished if an effort is made to eliminate unsched-
uled downtime and reduce the duration of scheduled downtime.

A system-level maintainability requirement may need to be allocated to lower 
levels of the system. Maintainability allocation is a continuing process of appor-
tioning requirements at the system level to subsystem levels. This provides values 
the designer can work toward. This is similar to a system reliability requirement 
being allocated to the various subsystems. To allocate the maintainability require-
ments, the failure rate and the MTTR are used.

MTTR Allocation

• A series system has three subsystems. 

• The failure rate for subsystem i is li, and the MTTR for subsystem i is 
ti. 

• The system failure rate is l . = l1 + l2 + l3.

• The system-level MTTR requirement is t*.

MTTR
System( ) = =

+ +( )
+ +( ) =t

t t t tl l l
l l l

l
l

1 1 2 2 3 3

1 2 3

1 1 ++ +
l
l

l
l

2 2 3 3t t

In order to meet the maintainability goal, an MTTR allocation to each subsystem 
must be made if the MTTR(System) > t*. The MTTR allocation to subsystem i is

ti
* = [ti/t] × t*.

Part V
I.A

.3

EXAMPLE 13.1

A series system has three subsystems. 
The failure rates of the subsystems are: 

l1 = 10 × 10–6 failures/hr

l2 = 30 × 10–6 failures/hr

Continued
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The designer can work to subsystem MTTR requirements better than to system-
level MTTR requirements. 

4. AVAILABILITY TRADEOFFS

Identify various types of availability (e.g., 
inherent availability, operational availability), 
and evaluate the reliability/maintainability 
tradeoffs associated with achieving 
availability goals. (Evaluation)

Body of Knowledge VI.A.4

System availability is determined by reliability (the probability of the system not 
failing) and maintainability (the ability to restore the system to service). 

Availability is the measure of the time the system is in an operating state com-
pared to the total time. There are several commonly used measures of availabil-
ity. The various availabilities depend on the downtimes that are included in the 
total time. In the following equations the failure rate of the system is assumed to 
be constant.

Inherent availability excludes preventive maintenance and any logistic down-
time. Included in the total time is downtime due to corrective maintenance. 

l3 = 60 × 10–6 failures/hr

The subsystem MTTR values are:

t1 = 150 min

t2 = 100 min

t3 = 50 min

The system MTTR requirement is one hour (t* = 60 min).

MTTR (System) = (10/100)(150) + (30/100)(100) + (60/100)(50) = 75 min

The attained value of the system MTTR is greater than the requirement. 
In order to meet the system requirement, the maintainability allocation to each 

subsystem will be: 

t1
* = (150/75) × 60 min = 120 min

t2
* = (100/75) × 60 min = 80 min

t3
* = (50/75) × 60 min = 40 min

Continued
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A
MTBF

MTBF MTTR
=

+

MTTR is the mean time to repair and includes the time for corrective maintenance 
actions along with the probability of the occurrence of the failure.

Achieved availability includes the downtime due to corrective and preventive 
maintenance actions. Only the active time is included. Not included is any delay 
time in acquiring supplies and administrative downtime. The mean time between 
maintenance actions (MTBMA) includes both scheduled and unscheduled mainte-
nance actions.

MTBMA is a function of the failure rate (l) and the preventative maintenance 
rate (m). If the preventive maintenance rate is constant,

MTBMA=
1
l m+

.

The mean active maintenance time (MAMT) includes the average (mean) correc-
tive maintenance time and the average time to perform preventive maintenance. 
Included in the calculation is the frequency at which the actions will occur. The 
achieved availability can be calculated as

A=
MTBM

MTBM MAMT+
.

Operational availability includes all downtime. The mean downtime (MDT) includes 
logistic time, time waiting for replacement parts, and administrative downtime. 
Operational availability is calculated as 

A=
MTBM

MTBM MDT+
.

The effort during design should be to ensure a high probability that the equip-
ment is ready to be used when the customer demands its use. This requires that 
both reliability and the ability to maintain the equipment be specified character-
istics of the design.
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Chapter 14

B. Analyses

1. MAINTENANCE TIME DISTRIBUTIONS

Determine the applicable distributions (e.g., 
log-normal, Weibull) for maintenance times. 
(Analysis)

Body of Knowledge VI.B.1

The lognormal distribution is commonly used to model maintenance times. The 
lognormal distribution can assume different shapes as the values of the param-
eters change. The shape most appropriate to model the times to restore a system 
to an operational state after a failure or for a scheduled maintenance action has 
the mode close to the origin with the tail of the distribution extended to the right. 
Typical shapes used to model times to restore are shown in Figure 14.1. The distri-
butions are skewed to the right.

Usually a system can be restored to an operational state rather quickly after 
a given failure occurs or a given maintenance action is required. There is some 

Time

Figure 14.1 The lognormal distribution.
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probability that problems will occur that cause the downtime to be quite lengthy. 
The distribution models the time to perform the action and the probability 
that the action will be necessary.

The probability density function (PDF) of the lognormal is

f t
t

t( ) =
( )

−
( ) −( )⎡

⎣

⎢
⎢

⎤
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⎥
⎥( )
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The mean of the lognormal is

E t( ) = +
⎛
⎝⎜

⎞
⎠⎟

exp .m s 2

2

If the data are distributed as a lognormal distribution, the natural logarithms of 
the data are distributed as a normal distribution. m is not the mean of the lognor-
mal data, but is the mean of the loge of the data. s is the standard deviation of the 
loge of the data.

The estimates of the distribution parameters from sample data are
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Cumulative normal distribution tables and the translation equation for z can be 
used to find probabilities using the lognormal distribution:

z
t

=
( ) −( )ln m
s

EXAMPLE 14.1

A unit has maintainability that is modeled by the lognormal distribution. 
The parameters of the distribution are

m = 0.8 hours and 

s = 1.2 hours.

 a. What is the mean (MTTR)?

 b. What percent of the repairs will be accomplished in three hours or less?

Continued
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The Weibull distribution can also be used to model times to repair. The Weibull 
distribution peaks near the origin and is then skewed to the right for shape param-
eters in a range of 1.2 to 2.0.

2. PREVENTIVE MAINTENANCE (PM) ANALYSIS

Identify the elements of PM analysis (e.g., 
types of PM tasks, optimum PM intervals, 
items for which PM is not applicable) and 
apply them in specific situations. (Analysis)

Body of Knowledge VI.B.2

The goal of preventive maintenance is to optimize system reliability. Procedures 
must be established for preventive maintenance taking into consideration the 
failure rate pattern of the system or its various subsystems. Cost savings can be 
realized if preventive maintenance (replacement) is performed on systems with 
increasing failure rates. A preventive maintenance action can also be advanta-
geous for a unit with a constant failure rate if that failure rate will begin to increase 
if the maintenance is not performed. For example, if a unit in its useful life phase is 
not lubricated periodically, the failure rate could increase due to excessive wear. If 
the preventive maintenance action is to replace a working unit, this would only be 
advantageous if the unit is nearing the end of its useful life or entering wear-out. 
It is possible that the maintenance action could induce a failure, causing a negative 
impact on the reliability of the system.

Solution:

 a. MTTR exp hours= + ( )⎡

⎣
⎢

⎤

⎦
⎥ =0 8

1 2
2

4 57
2

.
.

.  

 b. Translating to the normal distribution:

z =
( ) −( )

=
ln 3 0 8

1 2
0 25

.

.
.

  From the cumulative normal tables in Appendix E, find the area to the left 
of z = 0.25:

P(t ≤ 3) = 0.60 

  Sixty percent of the repairs will be accomplished in three hours or less.

Continued
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An optimum maintenance interval can be determined by considering the cost 
of performing the maintenance, the cost of a failure if the maintenance is not per-
formed, and the cost associated with system downtime. If the interval is too short, 
the maintenance costs increase. If the interval is too long, the costs due to failure 
increase. 

The cost due to system downtime can be minimized if preventive mainte-
nance can be scheduled when there will be no demand to use the system. Down-
time can also be reduced if scheduling will allow multiple maintenance actions to 
be performed once the system is taken off-line.

It is possible that the preventive maintenance action will consist of replacing 
a unit before failure can occur. O’Connor (2002) lists the following as necessary to 
determining the optimum replacement time:

 1. The time to failure distribution and the parameters of that distribution.

 2. The effect on the system of the failure.

 3. The cost of the failure. This includes the cost of downtime because 
of the failure and any cost incurred due to safety considerations 
because of the failure. 

 4. The cost of the scheduled maintenance, including the cost of the 
replaced unit.

 5. The effect scheduled maintenance has on reliability. Will the 
maintenance activity introduce failures into the system?

 6. Is the potential failure detectable by an operator? Can the operator 
take corrective action before the failure propagates throughout the 
system, causing other failures? 

 7. The cost of inspection and testing. 

See the sections on reliability-centered maintenance (RCM) and predictive main-
tenance in Chapter 13.

3. CORRECTIVE MAINTENANCE ANALYSIS

Identify the elements of corrective 
maintenance analysis (e.g., fault-isolation 
time, repair/replace time, skill level, crew 
hours) and apply them in specific situations. 
(Analysis)

Body of Knowledge VI.B.3

Corrective maintenance is performed in the event of a failure or malfunction of 
the system. The corrective maintenance actions can not be planned as the time the 
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system will fail is not known. The goal is to return the system to an operable state 
while incurring a minimum amount of downtime. The total downtime includes 
both active maintenance time and inactive or delay time. The active corrective 
maintenance time can be analyzed as seven steps (MIL-HDBK-472). This active 
corrective maintenance time can be quantified as time to repair. A value referred 
to as the mean time to repair (MTTR) can be determined using the probability that 
the repair will be necessary and the average time required to perform that repair. 

The seven steps are:

1. Localization. Determining the system fault without using test
equipment.

2. Isolation. Verification of the system fault using test equipment.

3. Disassembly. Accessing the fault.

4. Interchange. Replacing or repairing the fault.

5. Reassembly.

6. Alignment.

7. Checkout.

In order to minimize the repair time it is necessary to minimize the time required 
for each step. The time to work on reducing maintenance time is during the design 
phase of product development. The MTTR for each failure could be found. 

A designer would not intentionally design an automotive system in such 
a way that it was necessary to remove the engine in order to replace a broken 
fan belt.

However, unless there is active maintainability engineering input at the 
design stage such absurdities can be sent to the customer. Good design practice 
would dictate that repairs with long MTTR values will rarely be necessary. 

The task of isolating faults in complex systems, especially systems that are 
computer controlled, can be difficult and time-consuming. Computer-controlled 
automotive engines, flight control systems, electronic-controlled weapons sys-
tems, and many other complex systems can be designed to include built-in testing 
(BIT). The design could include test ports to connect diagnostic testing equipment 
to the system, or have indicators to display the probable fault. Built-in testing can 
increase the availability of the system by reducing the time to locate and isolate 
the fault so the process of restoring the system to service can begin earlier. 

Failure of the built-in test system can negatively impact reliability. The BIT sys-
tem in many cases consists of additional hardware. The probability of failure can 
increase as additional complexity is designed and built into the system. Improve-
ment in reliability can be achieved if it is possible to use software to monitor the 
system and report faults instead of using mechanical or electrical sensors. 

In order to minimize the total downtime, it is also necessary to minimize the 
inactive maintenance time. Inactive maintenance time includes the time waiting 
to obtain spare parts, tools, or test equipment, any delay in delivering the failed 
system to the repair facility, and administrative delay time. 
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4. TESTABILITY

Identify testability requirements and use 
various methods (e.g., built in tests (BITs), 
no fault found, retest okay, false-alarm rates, 
software testability) to achieve reliability 
goals. (Analysis)

Body of Knowledge VI.B.4

The maintainability of a system is influenced by the ability to detect a system fault 
and to isolate the component that has failed. The testing requirements for a system 
should provide for a method to detect a system fault and isolate the failed compo-
nent. In some cases, such as for a complex system, the requirement could be met 
with a built-in test system. This could add additional complexity to the system, 
and care must be taken to assure the reliability of the test system. 

The testability requirements of systems can also be met by providing easily 
accessible test points for critical measurements using external test equipment. It is 
important that a maintainability engineering effort is included in the design stage 
to ensure testability of the system. The testability of a system must be developed 
as part of the system design.

At the system or subsystem level the testability requirements should reflect 
the need to be able to detect failure quickly and isolate the failure so that replace-
ment or repair can be accomplished in an acceptable amount of time. 

Fault detection capability is a measure of the faults detected by the fault detec-
tion system (usually built-in test) compared to the total number of system faults.

Fault isolation capability is a measure of the percent of time the failure can be 
isolated to a given number of replaceable (repairable) components. Fault isolation 
can be accomplished by a diagnostic analysis, built-in test, or using external test 
equipment.

False alarm rate is a measure of the rate at which the system declares the detec-
tion of a failure when no failure has occurred.

5. SPARE PARTS STRATEGY

Evaluate the relationship between spare 
parts requirements and maintainability and 
availability. (Evaluation)

Body of Knowledge VI.B.5
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The required number of spares necessary for a given period of time is a function 
of the expected number of failures and the number of spares required for preven-
tive maintenance. The number of failures is a function of the unit operating time 
and the failure rate. If any spares are required for preventive maintenance, the 
number is a function of operating time and the preventive maintenance cycle.

The MTTR calculation assumes that spare parts are readily available. This 
means that spares must be in inventory when they are needed. If there is waiting 
time to obtain a spare, the unit downtime will increase and availability will suffer. 
If the unit has a constant failure rate, the probability of requiring no more than r 
replacement units can be found using the cumulative Poisson distribution. 

The probability of having r or fewer failures in operating time t if the unit is 
operating with a constant failure rate of l is

P r
t e

n

n t

n

r

( ) =
( ) −

=
∑
l l

!
.

0

Tables are available to evaluate the cumulative Poisson distribution.
If preventive maintenance requires spare parts, the number of spares neces-

sary is a function of the operating time and the maintenance cycle. The number 
of spares required for preventive maintenance is the product of the maintenance 
cycle and the total operating time. The total number of spares that must be kept in 
inventory is a function of the delivery time, the cost of maintaining the inventory, 
and the availability requirement.

EXAMPLE 14.2

A unit that operates an average of 2000 hours per year has a constant failure rate 

l = 100 × 10–6 failures/hour. 

The maintenance strategy is to replace the unit every 5000 operating hours. 
In a five-year period:

 a. How many spares will be necessary for preventive maintenance?

 b. With a .90 probability, how many spares will be necessary for corrective 
maintenance?

Solution:

 a. The operating time in a four-year period is t = 5 × 2000 = 10,000 hours

  The preventive maintenance cycle is 1/5000 hours

  The number of spares required for preventive maintenance is

n = (1/5000) × (10,000) = 2.

Continued
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 b. P(r) = .95

  lt = (100 × 10–6)(10,000) = 1.0

  From the cumulative Poisson tables in Appendix N:

P(r = 2) = .92

lt = 1.0

  With a probability of .92 the number of spares needed for corrective maintenance 
is no more than two.

Continued
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Chapter 15

A. Data Collection

1. TYPES OF DATA

Identify, define, classify, and compare various 
data types (e.g., variables vs. attributes, 
censored vs. uncensored). (Evaluation) 

Body of Knowledge VII.A.1

Discrete (attributes) data are obtained when the characteristic being studied can 
have either a finite number or countably infinite number of possible values. For 
example, the results of a leak test might be designated with zero or one to indicate 
failed or passed. Another example would be the count of the number of scratches 
on an object. In this case the possible values are 0, 1, 2, . . . a so-called countably 
infinite set. Attribute control charts are used to plot discrete data.

Continuous (variables) data are obtained when the characteristic being stud-
ied can have any value in a range of numbers. For example, the length of a part 
can be any value above zero. Between each two values on a continuous scale there 
are infinitely many other values. For example, between 2.350 and 2.351 inches the 
values 2.3502, 2.350786, and so on, occur.

When collecting failure data there are several possible ways the tests may be 
administered. Consider the testing of several pumps. Timers might be placed on 
each pump so that exact failure times can be recorded. The test might be terminated 
while some pumps are still functioning. In this case it is known only that these 
pumps’ failure times are longer than the test time. Such data are called right cen-
sored. Another testing protocol would require that the pumps be checked every 
100 hours. If a pump was operating at hour 400 but not at hour 500 it would only 
be known that the failure occurred between these two times. These data are called 
interval censored data. If a pump is found to have failed at the first check at hour 
100, it is known only that the failure occurred before hour 100. Such data are called 
left  censored rather than interval censored because the failure may have occurred 
before the interval started, assuming a check of the pump was not conducted at 
time zero.
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2. DATA SOURCES

Evaluate the appropriateness of various data 
sources such as field, On-Site, environment, 
location, test specification, failure modes, 
failure mechanisms, time at failure, etc. 
(Evaluation) 

Body of Knowledge VII.A.2

One approach to data collection emphasizes the importance of the “cleanliness” 
of the information. This view holds that the best data are those that are uncon-
taminated by changes in outside factors. This can be accomplished by maintain-
ing strict laboratory conditions, perhaps using an environmental chamber. The 
downside of this course of action is that very few products or processes operate in 
an environment in which all outside factors are controlled. This technique is most 
appropriate for early-stage investigation in which fundamental design cause-and-
effect relationships are being determined.

At the other end of the spectrum are field service data. This refers to infor-
mation gathered from products in use by customers. This information is often 
impacted by differences in installation, environment, operator procedures, and 
similar factors that make analysis difficult. On the other hand, field service data 
represent realistic applications of the product and therefore must be taken into 
account as part of reliability analysis. In most cases this approach is used in the 
feedback process to aid in determining the accuracy of other reliability analysis 
methods and to provide input to future revision and design initiatives.

Various other methods of data collection have been devised. Perhaps the most 
powerful technique is to study the failure modes and mechanisms that can occur. 
Details of various tools that have been designed for this purpose are outlined 
in Chapter 17, but the emphasis must be on providing adequate resources early 
enough in the design phases to impact the resultant product.

When considering data sources special attention must be paid to the condi-
tions under which the product will be transported, stored, and used. These con-
ditions include differences in such factors as geographic location, operator habits, 
lubricants, possible chemical, radiological, or biologic exposure, vibration, electro-
magnetic environment, and so on.

Reliability data are often stated in binary terms, such as failed or non-failed. 
Some contemplation should also be given to any degradation of satisfaction from 
the user’s viewpoint—short of failure—that may occur. This contemplation should 
occur in the light of rising user expectations.
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3. COLLECTION METHODS

Identify elements of data collection methods 
such as surveys, automated tests, automated 
monitoring and reporting, etc. (Application) 

Body of Knowledge VII.A.3

Once the sources of data have been determined it is necessary to form the data col-
lection plan. This plan needs to provide answers to such questions as:

Who will collect the information? Data collectors must be familiar with 
the measuring equipment and the product itself. If failure data are to be 
collected, a well defined and understood definition of failure is essential. 
If possible, more than one person should be involved to provide some 
cross-checking and coverage when one must be away. 

When will the data be collected? The plan needs to specify at what stage of 
design or use the data will be collected. Dates and times help planning 
by other team members.

In what format will the data be collected? The best step here is to design 
a data collection sheet and specify the format for summarizing 
the data.

What measurement equipment will be employed? The plan should specify 
equipment and recording devices if appropriate.

What measures will be used to verify data accuracy and integrity? The 
plan may specify units of measurement, calibration of equipment, or 
recording of ancillary information that might impact the data. If data 
are transmitted or stored digitally, the use of error correction systems 
may be specified.
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4. DATA MANAGEMENT

Identify the requirements for an organization-wide product-
failure database, including which user groups (e.g., production, 
research, field service, supplier relations, purchasing, business 
management/accounting) will use the database and how the 
information interests and needs of those groups can conflict. 
Identify and distinguish between the level of detail each user 
group requires, and explain how reporting formats, coding 
schemes, and other structural components of the database 
system can influence the usefulness of the data over time and 
throughout the organization. (Evaluation)

Body of Knowledge VII.A.4

The product failure database should be one of the databases in the organization’s 
database management system and as such must comply with that system’s rules. 
The system should supply backup and security procedures. The database needs 
a query system that will allow users to search, analyze, and update the database 
depending on their level of user access privileges. Rules for access and editing 
privileges should be controlled by a team with representation from all potential 
user groups as well as the reliability engineering function.

A guiding principle for the database should be that it becomes the appropri-
ate repository of all data related to product failure. Therefore, effort should be 
expended to make the entry and retrieval of data as painless as possible. The data-
base is typically accessible through a query language that allows the user to ask a 
question in a format that the database can respond to.

An essential step in the establishment of the product failure database is the 
determination of the attributes that will be used to access the data. These attributes 
should be determined by a team with representation from potential user groups. 
It is important that the attributes be defined early because adding attributes to an 
existing database can be labor-intensive. Table 15.1 lists possible user groups and 
some of their attribute requirements. The listing is by no means exhaustive 
and can perhaps best be used as a discussion starter.

Of course each set of data must be clearly identified as to source, collection 
methods, date/time, product, responsible person, and so on.

There is a natural tendency to want to restrict access to some failure data for 
proprietary or other reasons. This creates tension between users who desire access 
to all the failure data and those who hesitate to enter information out of concern 
that it will be misused. To counter this problem it may be necessary to establish 
user privilege protocols and partitioned structures within the database.
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Table 15.1 List of possible database user groups.

User group Attributes Typical queries

Production Tooling and equipment used, process What is the failure rate when
parameters, raw material identification product ABC is run on machine

135 using stainless steel?

Research Testing protocol, testing lab, material  What published literature covers
type, design type, environmental  the failure rates for die cast zinc in
conditions, outside sources (for example, low-temperature applications?
university studies)

Field service Geographic location, installation types, What is the failure rate for item
shipping/handling parameters, CDE when used on the East Coast?
user/operating conditions

Purchasing Specification details, supplier  What is the failure rate for clips
identification, lot/batch identification supplied by FGH?

Accounting Cost breakdown of scrap/rework/ What were costs due to warranty
warranty due to failure for product JKL during 2007?
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Chapter 16

B. Data Use

1. DATA SUMMARIZATION

Analyze, evaluate, and summarize data using 
techniques such as trend analysis, Weibull, 
graphic representation, etc., based on 
data types, sources, and required output. 
(Evaluation) 

Body of Knowledge VII.B.1

Data analysis must be followed by the communication of the results to decision 
makers. Good decisions are not made on the basis of poorly understood informa-
tion. This makes the analysis → evaluate → summarize sequence the basis for any 
impact the data will have on products and processes.

The first steps in summarizing data are to construct a histogram and a control 
chart. These help determine whether the process is stable as well as provide esti-
mates of the mean and standard deviation. For example, if a sequence of batches 
of electrical components were tested in a chemical bath for one hour each and the 
number of failures at one hour recorded, these numbers could be the basis for a p 
chart as well as a histogram. 

The control chart can be helpful in spotting a trend line. Linear regression 
may be used to fit a line to the data. It is tempting to use this line for predicting 
future behavior, but this practice, called extrapolation, risks reaching inaccurate 
conclusions. Another weakness of linear regression is that it generates the best-
 fitting straight line even though the relationship may not be linear. In addition, the 
linear regression process may result in the conclusion that no relationship exists 
when in fact a strong nonlinear relationship exists. Nonlinear regression tech-
niques are available for such situations. Statistical software packages may be used 
for regression analysis.

Once failure data have been collected it is often useful to display them in 
graphical format. Key reliability metrics include:

• Probability density function (PDF) can be plotted as a histogram 
showing the number of failures in each time block.
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• The hazard function shows the failure rate as a function of time. It is
convenient to use the following formula for the hazard function:

l( )t =
Fraction of failures during the time p eeriod

Amount of time during the period

• The reliability function plots reliability as a function of time. The
formula:

R
Number surviving at the end of the per

( )t =
iiod

Number of units tested

EXAMPLE 16.1

A total of 283 products are tested for 1100 hours. The number of failures in each 100-
hour block of time is recorded. 

Time Number of failures Number surviving k(t) R(t)

0–99 0 283 0 1.00

100–199 2 281 .0001 .99

200–299 10 271 .0004 .96

300–399 30 241 .0011 .85

400–499 48 193 .0020 .68

500–599 60 133 .0031 .47

600–699 50 83 .0038 .29

700–799 42 41 .0051 .14

800–899 30 11 .0073 .04

900–999 8 3 .0073 .01

1000–1099 3 0 1.00 .00
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As noted in Chapter 4, the Weibull distribution takes on many shapes depend-
ing on the value of b, the shape parameter. This feature makes the distribution 
an extremely flexible tool for solving reliability problems and displaying results. 
The following example illustrates a method for plotting data on Weibull prob-
ability paper. Various versions of this graph paper can be downloaded from 
Weibull.com.
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Continued

EXAMPLE 16.2

Twenty products are tested for 1000 hours. Fourteen products fail at the following 
times:

70, 128, 204, 291, 312, 377, 473, 549, 591, 663, 748, 827, 903, 955 hours respectively.

Estimate the shape parameter b and the characteristic life h .

Continued
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Solution:

 1. Form a table listing the times to failure in ascending order in the first row. Fill the 
second row from the median ranks table in Appendix Q using the first 14 entries 
in the column labeled “20.”

Hrs. 70 128 204 291 312 377 473 549 591 663 748 827 903 955

MR .034 .083 .131 .181 .230 .279 .328 .377 .426 .475 .525 .574 .623 .672

 2. Plot the first column on the horizontal axis and the second column on the vertical 
axis of Weibull graph paper (see Figure 16.1).

 3. Use a transparent straightedge to sketch a best-fit straight line for the points.

 4. Draw a line parallel to the best-fit line that passes through the point labeled 
O along the left margin of the graph paper. This line is shown as a heavy dashed 
line in the diagram. Note the value on the b scale where this line crosses the 
top line of the graph paper. This is the estimate for the shape parameter b . In this 
example b ≈ 1.3.
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Figure 16.1 Weibull probability graph.
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The Weibull reliability function is

R t e
t

( ) .=
−

⎛
⎝⎜

⎞
⎠⎟h

b

In Figure 16.1 the vertical line at 200 hours crosses the best-fit line at an unreliabil-
ity of about 14 percent, making reliability ≈ 86 percent.

To find the time at which reliability of 95 percent occurs, locate five percent 
on the vertical axis. Move across to the best-fit line. The crossing point has a time 
value of about 90 hours.

5. Note that the vertical axis is labeled “Unreliability.” This means that the values
on this axis are (1 – Reliability). Recall that we use .368 on the reliability scale
to find h . This would translate to .623 on the unreliability scale. This value is
indicated on the graph paper as a horizontal dashed line with h at its right end.
The horizontal coordinate of the point where this line crosses the best-fit line is
the estimated value for h .

In this example it appears that h ≈ 900 hours.

Continued

EXAMPLE 16.3

In the previous example, find:

• The reliability function

• The reliability at 200 hours and compare with the graphical result in
Figure 16.1

• The time at which 95 percent reliability will occur

Solution:
The reliability function with h = 900 and b = 1.3 is

R t e
t

( ) .

.

=
−⎛

⎝⎜
⎞
⎠⎟900

1 3

Substituting into this formula:

R e( ) .(. ) .

200 87222 1 3

= ≈−
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2. PREVENTIVE AND CORRECTIVE ACTION

Select and use various root cause and 
data (failure) analysis tools to determine 
degradation or failure causes, and identify 
various preventive or corrective actions to 
take in specific situations. (Evaluation)

Body of Knowledge VII.B.2

Once defects or failures are identified, one of the most difficult and critical tasks 
in the entire enterprise begins, that of determining the root cause or causes. The 
fundamental tool for this purpose is the cause-and-effect diagram, also called 
the fishbone or Ishikawa diagram. This tool helps a team identify, explore, and 
communicate all the possible causes of the problem. It does this by dividing pos-
sible causes into broad categories that help stimulate inquiry as successive steps 
delve deeper. The general structure of the diagram, shown in Figure 16.2, illus-
trates why it is also called the fishbone diagram. The choice of categories or names 
of the main “bones” depends on the situation. Some alternatives might include 
policies, technology, tradition, legislation, and so on. 

A team may use a cause-and-effect diagram to generate a number of potential 
causes in each category by going around the room and asking each person to sug-
gest one cause and its associated category. As each cause is identified, it is shown 
as a subtopic of the main category by attaching a smaller line to the main “bone” 
for that category. The activity continues until the group is satisfied that all pos-
sible causes have been listed. Individual team members can then be assigned to 
collect data on various branches or sub-branches for presentation at a future meet-
ing. Ideally the data should be derived by changing the nature of the cause being 
investigated and observing the result. For example, if voltage variation is a sus-
pected cause, put in a voltage regulator and see if the number of defects changes. 
One advantage of this approach is that it forces the team to work on the causes and 
not symptoms, personal feelings, history, and various other baggage. An alterna-
tive to the meeting format is to have an online fishbone diagram to which team 
members may post possible causes over a set period of time. 

The problem

Methods Machines Measurement

Material Manpower Mother Nature

Figure 16.2 Traditional cause-and-effect diagram with the six M’s.
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The five whys is another technique that helps dig deeper into a problem 
(see Example 16.4). This tool consists of repeating the question “Why does this 
 happen?” as each answer surfaces. 

An enhanced flowchart of the process will often aid in identifying root causes. 
Enhancements should include data on quality levels and possible causes at each 
step of the process. This tool can be especially helpful if the process is large or 
complex.

Scatter Diagrams

When several causes for a problem have been proposed it may be necessary to 
collect some data to help determine which is a potential root cause. One way 
to analyze such data is with a scatter diagram. In this technique, measurements 
are taken for various levels of the variables suspected of being a cause. Then each 
variable is plotted against the measured value of the problem to get a rough idea 
of correlation or association.

EXAMPLE 16.4

Why is this part defective?

Because the hole is too large.

Why is the hole too large?

Because the bit “walked” during the drill operation.

Why did the bit walk?

Because the holding fixture had some play in it.

Why did the fixture have play?

Because the pneumatic clamps didn’t apply enough pressure.

Why don’t the clamps apply sufficient pressure?

Because of variation in the air pressure to the shop floor. 

Needless to say, the number five is arbitrary and in this case additional inquiry into air 
pressure variation would be appropriate.

EXAMPLE 16.5

An injection molding machine is producing parts with pitted surfaces, and four possi-
ble causes have been suggested: mold pressure, coolant temperature, mold cooldown 
time, and mold squeeze time. Values of each of these variables as well as the quality of 
the surface finish were collected on 10 batches. The data:

Continued
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 Batch Mold Coolant Cooldown Squeeze Surface
 number pressure temperature time time finish

 1 220 102.5 14.5 .72 37

 2 200 100.8 16.0 .91 30

 3 410 102.6 15.0 .90 40

 4 350 101.5 16.2 .68 32

 5 490 100.8 16.8 .85 27

 6 360 101.4 14.8 .76 35

 7 370 102.5 14.3 .94 43

 8 330 99.8 16.5 .71 23

 9 280 100.8 15.0 .65 32

 10 400 101.2 16.6 .96 30

Four graphs have been plotted in Figure 16.3. In each graph, surface finish is on the ver-
tical axis. The first graph plots mold pressure against surface finish. Batch #1 has a mold 
pressure of 220 and a surface finish of 37. Therefore one dot is plotted at 220 in the hori-
zontal direction and 37 in the vertical direction. On each graph, one point is plotted for 
each batch. If the points tend to fall along a straight line, this indicates that there may
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Figure 16.3 Scatter diagrams of variables in injection molding operation.
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3. MEASURES OF EFFECTIVENESS

Select and use various data analysis tools to 
evaluate the effectiveness of preventive and 
corrective actions. (Synthesis) 

Body of Knowledge VII.B.3

The ultimate test of the effectiveness of a preventive or corrective action is the abil-
ity to turn the action on or off and observe the corresponding effect on the pro-
cess. Data should be collected before and after the installation of the preventive/
corrective action. This section lists some tools for determining whether these data 
provide evidence that the action has been successful.

be a linear correlation or association between the two variables. If the points tend to 
closely follow a curve rather than a straight line, there may be a nonlinear relationship. 
Note that a high correlation does not imply a cause-and-effect relationship. A low cor-
relation, however, does provide evidence that there is no such relationship, at least in 
the range of values considered. What variables can be eliminated as probable causes 
based on the above analysis?

The closer the points are to forming a straight line, the greater the linear correla-
tion coefficient, denoted by the letter r. A positive correlation means that the line tips 
up on the right end. A negative correlation means the line tips down on its right end. If 
all the points fall exactly on a straight line that tips up on the right end then r = 1. If all the 
points fall on a straight line that tips down on the right end, r = –1. In general –1 ≤ r ≤ 1.

The formula for the correlation coefficient is

r
S

S S
xy

xx yy

=

where x and y are the independent and dependent variables, respectively, and

S x
x
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x y
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The histogram is probably the simplest tool to use. Suppose the proposed pre-
ventive/corrective action was designed to raise the mean effective lifetime of the 
item. Random samples from the process before and after the action should show a 
difference in their centers. If the two histograms look like those in Figure 16.4, one 
could conclude that the action was effective.

If, on the other hand, the two histograms looked like those shown in Figure 
16.5, the results would be inconclusive. In this case it would be necessary to sub-
ject the data to the hypothesis test for means of two populations, as illustrated 
in Chapter 5, to determine whether there is a significant difference between the 
mean lifetimes of the two populations. 

In a similar manner, if the preventive/corrective action was designed to reduce 
the variation in characteristic x, the histograms might look like those in Figure 
16.6, in which case it would be safe to conclude that the action was effective.

Again, if the results from the histograms were ambiguous, it would be possi-
ble to reach a more definitive conclusion by using a hypothesis test, in this case the 
test for two population standard deviations, also illustrated in Chapter 5. 

There is a caveat regarding the use of hypothesis tests for proportions: 
 Consider avoiding the aggregation of defect types. It is sometimes best to delin-
eate categories’ defect types and study them individually.
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Figure 16.5 Inconclusive histograms.
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Figure 16.4 Histograms showing increase in mean lifetime.
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Figure 16.6 Histograms showing reduction of variation in characteristic x.

EXAMPLE 16.6

There is excess variation in the moisture content of the starch leaving a dryer. In an 
attempt to reduce this variation a speed control has been installed temporarily on 
the web drive motor. The problem-solving team collects moisture data with and with-
out the speed control under various conditions. The team subjects each set of data to 
the hypothesis test for standard deviation of two populations to determine whether the 
variation has been reduced.

EXAMPLE 16.7

A quality improvement team is charged with reducing the percentage of units that are 
rejected due to surface scratches. The current reject rate is 15 percent. One possible 
cause of scratches is the design of a holding fixture. A sample of 1000 items is produced 
using a prototype of a new fixture design. The sample is inspected and 138 units are 
rejected for scratches. The team uses a hypothesis test to determine whether there has 
been a reduction in the rejection rate at the 0.10 significance level. The hypothesis test 
for population proportion from Chapter 5 is used as follows:

n = 1000, p0 = 0.15

 1. The conditions are met because both 1000(.15) and 1000(.85) are greater than five.

 2. H0: p = 0.15; Ha: p < 0.15.

 3. a = 0.10.

 4. The critical value is z0.10 = –1.28 for the left-tail test.

 5. The test statistic is

z = −
−

≈ −0 138 0 15
0 15 1 0 15

1000

1 06
. .
. ( . )

. .
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One of the frustrating aspects of preventive and corrective action problem 
solving is the tendency for the same problem to reoccur. This may be because the 
installed solution did not really solve the problem and this may be because 
the solution, although correcting the problem, was discontinued for some reason. 
Therefore a major part of preventive and corrective action activities is the instal-
lation of a system that monitors the process to ensure that the problem doesn’t 
reoccur.

In situations where the problem occurs very rarely it is often best to establish 
a control chart to determine whether the desired change has occurred. 

Documentation regarding problem-solving activity should be maintained and 
available to team members. Properly cross-referenced, this documentation can aid 
team members by providing a history of current or similar problems.

6. The null hypothesis can’t be rejected at the 0.10 significance level.

7. The data do not support the hypothesis that the new fixture design
reduces the rejection level at the 0.10 significance level so the team does
not spend the resources required to produce a new fixture.

The team decides to study the scratched units more carefully. They discover five catego-
ries of scratches. The categories and the approximate percentage of rejected units with 
those scratches are:

Tapered scratches 24%

Vertical scratches 27%

Diagonal scratches 23%

Parallel pair scratches 17%

J-shaped scratches 9%

(No units have more than one type of scratch.)
The team then reinspects the 1000 units produced with the prototype holding 

 fixture and discovers that they had no J-shaped scratches. In other words it appears 
that the new fixture design completely eliminated the J-shaped scratches. The hypoth-
esis test would of course have revealed this fact if the J-shaped scratches had been 
studied independently. By discovering defect categories the team is able to eliminate 
a cause of about nine percent of the defects and, more importantly, they have clues to 
other causes.

Thought question: What if cancer turns out to be many diseases? Have therapies 
that completely cured some of them been rejected because of the way the data were 
tested? 

Continued
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Chapter 17

C. Data and Failure Analysis Tools

1. FAILURE MODE AND EFFECTS ANALYSIS (FMEA)

Identify the components and steps used 
to develop a FMEA, and use this tool to 
analyze problems found in various situations. 
(Evaluation)

Body of Knowledge VII.C.1

The purpose of FMEA is the anticipation and mitigation of the negative effects of 
possible failures prior to the time they occur. It is best implemented by a broad-
based team with representation from all functions that can be impacted by the 
results. This typically includes design, production, purchasing, quality, sales, and 
others as appropriate. Although customers are not always represented on the team, 
it behooves all team members to think as customers during FMEA procedures. 
FMEA should be used at every stage from product and process design through 
service delivery activities. FMEA in the design function is covered in Chapter 6.

The steps of FMEA are:

 1. Prior to the first team meeting, determine the product to be analyzed 
and gather associated data.

 2. List all possible failure modes. It is very important that this step be 
given time and resources. If one or more failure modes are overlooked, 
the remainder of the FMEA becomes less valuable. For each failure 
mode ask how, where, when, and why the failure would occur and 
what impact this failure would have.

 3. Calculate a risk priority number (rpn) for each mode. Do this by 
assigning a value from one to 10 for each of these categories:

S = Severity: A judgment regarding the impact this failure would have.

O = Occurrence: An estimate based on the probability that this failure 
will occur.
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D = Detection: An estimate of the probability that the failure 
would be detected once it has occurred. 

The rpn is the product of the three numbers: rpn = S × O × D

4. Develop a corrective action plan for the risks the team and management
personnel deem most significant.

5. Document and report the results.

Each of these steps requires a great deal of serious effort and time. Some guide-
lines for assigning the numbers required in step 3 follow.

Severity

Nine and 10 are reserved for failures that will endanger the safety of 
individuals, with 10 usually denoting a safety hazard that will occur 
without warning.

Five through eight are associated with various levels of dissatisfaction 
of the customer.

Two though four refer to some lack of function.

One means the failure would have no impact.

Occurrence

Often the best estimate can be obtained by looking at data from similar products 
and processes. Otherwise: 

Use 10 if probability is about .5

Use nine if probability is about .3

Use eight if probability is about .1

Use seven if probability is about .05

Use six if probability is about .01

Use five if probability is about .003

Use four if probability is about .0005

Use three if probability is about .00007

Use two if probability is about .000007

Use one if probability is about .0000007

Detection

Ten is used for failures that are considered impossible to detect. 
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One is used for failures that are almost certain to be detected.

Numbers between one and 10 indicate likelihood of detection from most 
likely to least likely.

Once the rpn has been calculated for each failure mode, the next step, step #4 on 
the list, is to determine which ones should have corrective or preventive actions. 
If several of the rpn values are clearly clumped at the upper end, these will typi-
cally be the place to begin. When two failure modes have very similar rpn val-
ues it is necessary to look a little deeper to determine which to work on first. One 
approach to prioritizing in this situation is to recalculate rpn with the occurrence 
factor omitted.

There is an inherent mathematical problem with rpn values so it is impor-
tant to exercise some judgment when using them. For example, suppose the S, 
O, and D values for one failure mode are 10, 7, and 4 respectively, giving an rpn 
of 280, while another failure mode has 5, 8, and 8 respectively for an rpn of 320. 
This would mean that the failure mode that would produce moderate customer 
dissatisfaction, which occurs about 10 percent of the time and is very unlikely to 
be detected should have a higher priority than one that causes a safety hazard 
without warning, occurs five percent of the time, and has a moderate likelihood 
of being detected. This is, of course, ridiculous. An alternate prioritization plan, 
avoiding rpn values altogether, is to rank all failure modes by severity, and within 
each severity value rank them by occurrence. Then within each occurrence value, 
rank them by detection.

2. FAILURE MODE EFFECTS AND CRITICALITY 
ANALYSIS (FMECA)

Distinguish this analysis tool from FMEA, 
and use it to evaluate the likelihood of 
certain effects and their criticality (including 
identifying and applying various levels of 
severity) in specific situations. (Evaluation)

Body of Knowledge VII.C.2

FMECA bases the prioritization scheme on probability of occurrence and severity 
of the failure mode. These two variables can be used to construct a two- dimensional 
graph displaying each failure mode as a point. Severity can be plotted on the hor-
izontal axis and probability on the vertical axis. More severe failure modes will 
plot further to the right and more probable ones further up from the horizontal 
axis. If a set of failure modes is grouped in the upper right corner, those should be 
attacked with highest priority. In Example 17.1, failure modes ➂, ➄, and ➇ appear 
to be the place to start. The probability of occurrence and the severity scales are 
typically the same as those defined in the previous section.
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Other tools for assessing criticality include flowcharts and block diagrams. 
These graphical tools display the relationships and dependencies of various sub-
systems and components. They are especially useful for complex systems. Users 
of FMECA have the option of including additional concerns such as safety, down-
time, preventive maintenance, and stocks of spare parts. 

3. FAULT TREE ANALYSIS (FTA) AND SUCCESS
TREE ANALYSIS (STA)

Identify and use the event and logic symbols 
and rules of these tools to determine the 
root cause of product failures or the steps 
necessary to ensure product success. 
(Evaluation)

Body of Knowledge VII.C.3

EXAMPLE 17.1

A team has identified ten failure modes denoted ➀ through ➉ for a product and have 
determined the following severity and probability of occurrence for each:
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AND and OR Gates

Once a failure mode has been identified as one requiring additional study, fault 
tree analysis (FTA) can be used. Basic symbols used in FTA are borrowed from the 
electronic and logic fields. The fundamental symbols are the AND gate and the OR 
gate. Each of these has at least two inputs and a single output (see Figure 17.1). 

The output for the AND gate occurs if and only if all inputs occur. The out-
put for the OR gate occurs if and only if at least one input occurs. Rectangles are 
typically used for labeling inputs and outputs. The failure mode being studied is 
sometimes referred to as the “top” or “head” event. An FTA helps the user to con-
sider underlying causes for a failure mode and to study relationships between 
various failures. 

Outputs

Inputs

AND gate OR gate

Figure 17.1 AND and OR gate symbols.

EXAMPLE 17.2

The failure mode being studied is the stoppage of agitation in a tank before mixing is 
complete. This becomes the top event. Further team study indicates that this will occur 
if any of the following occurs:

• Power loss

• Timer shuts off too soon

• Agitator motor failure

• Agitator power train failure

Power loss will occur if external power source fails and the backup generator fails. Timer 
shuts off too soon if it is set incorrectly or it has a mechanical failure. Agitator motor fails 
if overheated or a fuse or capacitor fails. Agitator power train fails if both belts A and B 
break or clutch or transmission fails. This is symbolized by the FTA diagram shown in 
Figure 17.2.

Continued

Part V
II.C

.3
 Chapter 17: C. Data and Failure Analysis Tools 227



228 Part VII: Data Collection and Use

Voting OR Gates

In this gate, the output occurs if and only if k or more of the input events occur, 
where k is specified, usually on the gate symbol (see Figure 17.3).

Success tree analysis (STA) approaches a system more positively, asking “What 
must occur for the system to function successfully?”

Agitator stops too soon

Power loss

External
power
failure

Backup
power
failure

Timer
set

incorrectly

Timer has
mechanical

failure

Capacitor
fails

Overheated

Clutch fails

Belt A fails

Belt B fails

Fuse fails

Timer off too soon Agitator motor fails Agitator power train fails

Figure 17.2 Fault tree analysis diagram of agitation failure.

Continued

Output

3 or
3/8

Inputs

Voting OR gate

Figure 17.3 Voting OR gate.
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4. FAILURE REPORTING, ANALYSIS, AND CORRECTIVE
ACTION SYSTEM (FRACAS)

Identify the elements necessary for a 
FRACAS to be effective. (Application)

Body of Knowledge VII.C.4

Despite the efforts that are put into identifying and preventing failure modes 
some unanticipated failures occur. These failures are often of the more insidious 
nature, having either eluded the team during FMEA activities or occurred even 
though corrective/preventive actions had been prescribed. For these reasons there 
is a tendency toward lax reporting of these failures.

EXAMPLE 17.4

An STA diagram for the previous example is shown below.

Agitator runs full cycle

Power 
remains on

Backup
power

functions

External
power

functions

Timer
set

correctly

Timer
functions
correctly

Capacitor
functions
correctly

Doesn’t
overheat

Clutch functions
correctly

Belt A 
functions

Belt B functions

Fuse doesn’t
blow

Timer runs 
full cycle

Agitator motor 
functions

Agitator power 
train functions
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Failure reporting and corrective action systems (FRACAS) provide an orga-
nized, disciplined approach to this problem.

Guidelines for implementing FRACAS:

• Assign FRACAS implementation to a specific organization who
should require that all failures be promptly reported.

• Begin FRACAS with the earliest tests of products and processes and
continue through the life of the product.

• The analysis and corrective action phase of each report must
determine root causes and appropriate corrective/preventive action.
This phase should be completed within a prescribed period of time,
usually 30 days.

• The next higher level of management should be notified of reports that
exceed completion deadlines or for which the corrective actions are
not adequate.Pa
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Part VIII
Appendices

Appendix A  Reliability Engineer Certification Body 
of Knowledge

Appendix B ASQ Code of Ethics
Appendix C Control Limit Formulas
Appendix D Constants for Control Charts
Appendix E Areas under Standard Normal Curve
Appendix F F Distribution F0.1

Appendix G F Distribution F0.05

Appendix H F Distribution F0.01

Appendix I Chi Square Distribution
Appendix J t Distribution
Appendix K Statistical Tolerance Factors
Appendix L  Critical Values for the 

Mann-Whitney Test
Appendix M  Critical Values for Wilcoxon Signed 

Rank Test
Appendix N Poisson Distribution
Appendix O Binomial Distribution
Appendix P Exponential Distribution
Appendix Q Median Ranks
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Appendix A

Reliability Engineer Certification 
Body of Knowledge

The topics in this Body of Knowledge include additional detail in the form of 
subtext explanations and the cognitive level at which the questions will be 
written. This information will provide useful guidance for both the Exam 

Development Committee and the candidate preparing to take the exam. The sub-
text is not intended to limit the subject matter or be all-inclusive of what might be 
covered in an exam. It is meant to clarify the type of content to be included in the 
exam. The descriptor in parentheses at the end of each entry refers to the maxi-
mum cognitive level at which the topic will be tested. A more complete descrip-
tion of cognitive levels is provided at the end of this document. 

 I. Reliability Management (19 Questions)

 A. Strategic management.

 1. Benefits of reliability engineering. Demonstrate how reliability 
engineering techniques and methods improve programs, processes, 
products, and services. (Synthesis)

 2. Interrelationship of quality and reliability. Define and describe 
quality and reliability and how they relate to each other. 
(Comprehension)

 3. Role of the reliability function in the organization. Demonstrate how 
reliability professionals can apply their techniques and interact 
effectively with marketing, safety and product liability, engineering, 
manufacturing, logistics, etc. (Analysis)

 4. Reliability in product and process development. Integrate reliability 
engineering techniques with other development activities (e.g., 
concurrent engineering). (Synthesis) 

 5. Failure consequence and liability management. Use liability and 
consequence limitation objectives to determine reliability acceptance 
criteria, and identify development and test methods that verify and 
validate these criteria. (Application)

 6. Life-cycle cost planning. Determine the impact of failures in terms 
of service and cost (both tangible and intangible) throughout a 
product’s life-cycle. (Analysis) 
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 7. Customer needs assessment. Describe how various feedback 
mechanisms (e.g., QFD, prototyping, beta testing) help determine 
customer needs and specify product and service requirements. 
(Comprehension) 

 8. Project management. Interpret basic project management tools and 
techniques, such as Gantt chart, PERT chart, critical path, resource 
planning, etc. (Comprehension)

 B. Reliability program management.

 1. Terminology. Identify and define basic reliability terms such as 
MTTF, MTBF, MTTR, availability, failure rate, dependability, 
maintainability, etc. (Analysis) 

 2. Elements of a reliability program. Use customer requirements and other 
inputs to develop a reliability program including elements such as 
design for reliability, progress assessment, FRACAS, monitoring and 
tracking components, customer satisfaction and other feedback, etc. 
(Evaluation)

 3. Product life-cycle and costs. Identify the various life-cycle stages and 
their relationship to reliability, and analyze various cost-related 
issues including product maintenance, life expectation, duty cycle, 
software defect phase containment, etc. (Analysis)

 4. Design evaluation. Plan and implement product and process design 
evaluations to assess reliability at various life-cycle stages using 
validation, verification, or other review techniques. (Evaluation) 

 5. Requirements management. Describe how requirements management 
methods are used to help prioritize design and development 
activities. (Comprehension)

 6. Reliability training programs. Demonstrate the need for training, 
develop a training plan, and evaluate training effectiveness. 
(Application) 

 C. Product safety and liability.

 1. Roles and responsibilities. Define and describe the roles and 
responsibilities of a reliability engineer in terms of safety and 
product liability. (Application)

 2. Ethical issues. Identify appropriate ethical behaviors for a reliability 
engineer in various situations. (Evaluation)

 3. System safety program. Identify safety-related issues by analyzing 
customer feedback, design data, field data, and other information 
sources. Use risk assessment tools such as hazard analysis, FMEA, 
FMECA, PRAT, FTA, etc., to identify and prioritize safety concerns, 
and identify steps to idiot-proofing products and processes to 
minimize risk exposure. (Analysis) 
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II. Probability and Statistics for Reliability (25 Questions)

A. Basic concepts.

1. Statistical terms. Define and use basic terms such as population,
parameter, statistic, random sample, the central limit theorem, etc.,
and compute expected values. (Application)

2. Basic probability concepts. Define and use basic probability concepts
such as independence, mutually exclusive, complementary and
conditional probability, joint occurrence of events, etc., and compute
expected values. (Application)

3. Discrete and continuous probability distributions. Describe, apply, and
distinguish between various distributions (binomial, Poisson,
exponential, Weibull, normal, log-normal, etc.) and their functions
(cumulative distribution functions (CDFs), probability density
functions (PDFs), hazard functions, etc.). Apply these distribu-
tions and functions to related concepts such as the bathtub curve.
(Evaluation)

4. Statistical process control (SPC). Define various SPC terms and
describe how SPC is related to reliability. (Comprehension)

 B. Statistical inference.

1. Point and interval estimates of parameters. Define and interpret
these estimates. Obtain them using probability plots, maximum
likelihood methods, etc. Analyze the efficiency and bias of the
estimators. (Evaluation)

2. Statistical interval estimates. Compute confidence intervals, tolerance
intervals, etc., and draw conclusions from the results. (Analysis)

3. Hypothesis testing (parametric and non-parametric). Apply hypothesis
testing for parameters such as means, variance, and proportions.
Apply and interpret significance levels and Type I and Type II errors
for accepting/rejecting the null hypothesis. (Analysis)

4. Bayesian technique. Describe the advantages and limitations of this
technique. Define elements including prior, likelihood, and posterior
probability distributions, and compute values using the Bayes
formula. (Application)

III. Reliability in Design and Development (25 Questions)

A. Reliability design techniques.

1. Use factors. Identify and characterize various use factors (e.g.,
temperature, humidity, vibration, corrosives, pollutants) and stresses
(e.g., severity of service, electrostatic discharge (ESD), radio
frequency interference (RFI), throughput) to which a product may
be subjected. (Synthesis)
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 2. Stress-strength analysis. Apply this technique and interpret the 
results. (Evaluation)

 3. Failure mode and effects analysis (FMEA) in design. Apply the 
techniques and concepts and evaluate the results of FMEA during 
the design phase. (Evaluation) [Note: Identifying and using this tool 
for other aspects of reliability are covered in VII.C.1.]

 4. Failure mode effects and criticality analysis (FMECA) in design. Apply the 
techniques and concepts and evaluate the results of FMECA during 
the design phase. (Evaluation) [Note: Identifying and using this tool 
for other aspects of reliability are covered in VII.C.2.]

 5. Fault tree analysis (FTA) in design. Apply this technique at the design 
stage to eliminate or minimize undesired events. (Analysis) [ Note: 
Identifying and using the symbols and rules of FTA are covered in 
VII.C.3.] 

 6. Tolerance and worst-case analyses. Use various analysis techniques 
(e.g., root-sum squared, extreme value, statistical tolerancing) to 
characterize variation that affects reliability. (Evaluation)

 7. Robust-design approaches. Define terms such as independent and 
dependent variables, factors, levels, responses, treatment, error, 
replication, etc. Plan and conduct design of experiments 
(full-factorial, fractional factorial, etc.) or other methods. Analyze 
the results and use them to achieve robustness. (Evaluation)

 8. Human factors reliability. Describe how human factors influence the 
use and performance of products and processes. (Comprehension)

 9. Design for X (DFX). Apply tools and techniques to enhance a 
product’s producibility and serviceability, including design for 
assembly, service, manufacturability, testability, etc. (Evaluation)

 B. Parts and systems management.

 1. Parts selection. Apply techniques such as parts standardization, parts 
reduction, parallel model, software reuse, etc., to improve reliability 
in products, systems, and processes. (Application) 

 2. Material selection and control. Apply probabilistic methods for proper 
selection of materials. (Application)

 3. Derating methods and principles. Use methods such as S-N diagram, 
stress-life relationship, etc., to determine the relationship between 
applied stress and rated value. (Application)

 4. Establishing specifications. Identify various terms related to 
reliability, maintainability, and serviceability (e.g., MTBF, MTTF, 
MTBR, MTBUMA, service interval) as they relate to product 
specifications. (Analysis)
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 IV. Reliability Modeling and Predictions (23 Questions) 

 A. Reliability modeling.

 1. Sources of reliability data. Identify and describe various types of 
data (e.g., public, common, On-Site data) and their advantages 
and limitations, and use data from various sources (prototype, 
development, test, field, etc.) to measure and enhance product 
reliability. (Analysis)

 2. Reliability block diagrams and models. Describe, select, and use 
various types of block diagrams and models (e.g., series, parallel, 
partial redundancy, time-dependent modeling) and analyze them 
for reliability. (Evaluation)

 3. Simulation techniques. Identify, select, and apply various simulation 
methods (e.g., Monte Carlo, Markov) and describe their advantages 
and limitations. (Analysis)

 B. Reliability predictions.

 1. Part count predictions and part stress analysis. Use parts failure 
rate data to estimate system- and subsystem-level reliability. 
(Analysis) 

 2. Advantages and limitations of reliability predictions. Demonstrate the 
advantages and limitations of reliability predictions, how they can 
be used to maintain or improve reliability, and how they relate to 
and can be used with field reliability data. (Application)

 3. Reliability prediction methods for repairable and non-repairable devices.  
Identify and use appropriate prediction methods for these types of 
devices and systems. (Application)

 4. Reliability apportionment/allocation. Describe the purpose of reliability 
apportionment/allocation and its relationship to subsystem 
requirements, and identify when to use equal apportionment or 
other techniques. (Analysis)

 V. Reliability Testing (23 Questions) 

 A. Reliability test planning.

 1. Elements of a reliability test plan. Determine the appropriate elements 
and reliability test strategies for various development phases. 
(Analysis)

 2. Types and applications of reliability testing. Identify and evaluate the 
appropriateness and limitations of various reliability test strategies 
within available resource constraints. (Evaluation)

 3. Test environment considerations. Evaluate the application environment 
(including combinations of stresses) to determine the appropriate 
reliability test environment. (Evaluation)
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 B. Development testing. Assess the purpose, advantages, and limitations of 
each of the following types of tests, and use common models to develop 
test plans, evaluate risks, and interpret test results. (Evaluation) 

 1. Accelerated life tests (e.g., single-stress, multiple-stress, sequential stress).

 2. Step-stress testing (e.g., HALT).

 3. Reliability growth testing (e.g., Duane, AMSAA, TAAF).

 4. Software testing (e.g., white-box, fault-injection).

 C. Product testing. Assess the purpose, advantages, and limitations of 
each of the following types of tests, and use common models to develop 
test plans, evaluate risks, and interpret test results. (Evaluation) 

 1. Qualification/demonstration testing (e.g., sequential tests, fixed-length 
tests).

 2. Product reliability acceptance testing (PRAT).

 3. Stress screening (e.g., ESS, HASS, burn-in tests).

 4. Attribute testing (e.g., binomial, hypergeometric).

 5. Degradation testing (e.g., Arrhenius).

 6. Software testing (e.g., black-box, operational profile).

 VI. Maintainability and Availability (17 Questions) 

 A. Management strategies.

 1. Maintainability and availability planning. Develop maintainability 
and availability plans that support reliability goals and objectives. 
(Application)

 2. Maintenance strategies. Identify the advantages and limitations of 
various maintenance strategies (e.g., reliability-centered maintenance 
(RCM), predictive maintenance, condition-based maintenance), and 
determine which strategy to use in specific situations. (Analysis)

 3. Maintainability apportionment/allocation. Describe the purpose of 
maintainability apportionment/allocation and its relationship to 
system and subsystem requirements, and determine when to 
modify the maintainability strategy to achieve maintainability 
goals. (Synthesis)

 4. Availability tradeoffs. Identify various types of availability (e.g., 
inherent availability, operational availability), and evaluate the 
reliability/maintainability tradeoffs associated with achieving 
availability goals. (Evaluation)

 B. Analyses.

 1. Maintenance time distributions. Determine the applicable distributions 
(e.g., log-normal, Weibull) for maintenance times. (Analysis)
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2. Preventive maintenance (PM) analysis. Identify the elements of PM
analysis (e.g., types of PM tasks, optimum PM intervals, items for
which PM is not applicable) and apply them in specific situations.
(Analysis)

3. Corrective maintenance analysis. Identify the elements of corrective
maintenance analysis (e.g., fault-isolation time, repair/replace
time, skill level, crew hours) and apply them in specific situations.
(Analysis)

4. Testability. Identify testability requirements and use various
methods (e.g., built in tests (BITs), no fault found, retest okay,
false-alarm rates, software testability) to achieve reliability goals.
(Analysis)

5. Spare parts strategy. Evaluate the relationship between spare
parts requirements and maintainability and availability.
(Evaluation)

VII. Data Collection and Use (18 Questions)

A. Data collection.

1. Types of data. Identify, define, classify, and compare various data
types (e.g., variables vs. attributes, censored vs. uncensored).
(Evaluation)

2. Data sources. Evaluate the appropriateness of various data
sources such as field, On-Site, environment, location, test
specification, failure modes, failure mechanisms, time at failure,
etc. (Evaluation)

3. Collection methods. Identify elements of data collection methods such
as surveys, automated tests, automated monitoring and reporting,
etc. (Application)

4. Data management. Identify the requirements for an organization-wide
product-failure database, including which user groups (e.g.,
production, research, field service, supplier relations, purchasing,
business management/accounting) will use the database and how
the information interests and needs of those groups can conflict.
Identify and distinguish between the level of detail each user
group requires, and explain how reporting formats, coding
schemes, and other structural components of the database system
can influence the usefulness of the data over time and throughout
the organization. (Evaluation)

 B. Data use.

1. Data summarization. Analyze, evaluate, and summarize data
using techniques such as trend analysis, Weibull, graphic
representation, etc., based on data types, sources, and required
output. (Evaluation)
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2. Preventive and corrective action. Select and use various root cause
and data (failure) analysis tools to determine degradation or failure
causes, and identify various preventive or corrective actions to take
in specific situations. (Evaluation)

3. Measures of effectiveness. Select and use various data analysis tools
to evaluate the effectiveness of preventive and corrective actions.
(Synthesis)

 C. Data and failure analysis tools.

1. Failure mode and effects analysis (FMEA). Identify the components and
steps used to develop a FMEA, and use this tool to analyze problems
found in various situations. (Evaluation)

2. Failure mode effects and criticality analysis (FMECA). Distinguish this
analysis tool from FMEA, and use it to evaluate the likelihood of
certain effects and their criticality (including identifying and
applying various levels of severity) in specific situations.
(Evaluation)

3. Fault tree analysis (FTA) and Success tree analysis (STA). Identify and
use the event and logic symbols and rules of these tools to determine
the root cause of product failures or the steps necessary to ensure
product success. (Evaluation)

4. Failure reporting, analysis, and corrective action system (FRACAS).
Identify the elements necessary for a FRACAS to be effective.
(Application)

Note: Approximately 20% of the CRE exam will require candidates to perform 
mathematical functions.

SIX LEVELS OF COGNITION BASED ON BLOOM’S 
TAXONOMY (1956)

In addition to content specifics, the subtext detail also indicates the intended com-
plexity level of the test questions for that topic. These levels are based on “Levels of 
Cognition” (from Bloom’s Taxonomy, 1956) and are presented below in rank order, 
from least complex to most complex.

Knowledge Level

(Also commonly referred to as recognition, recall, or rote knowledge.) Being able 
to remember or recognize terminology, definitions, facts, ideas, materials, pat-
terns, sequences, methodologies, principles, etc.

Comprehension Level

Being able to read and understand descriptions, communications, reports, tables, 
diagrams, directions, regulations, etc.
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Application Level

Being able to apply ideas, procedures, methods, formulas, principles, theories, etc., 
in job-related situations.

Analysis

Being able to break down information into its constituent parts and recognize the 
parts’ relationship to one another and how they are organized; identify sublevel 
factors or salient data from a complex scenario.

Synthesis

Being able to put parts or elements together in such a way as to show a pattern or 
structure not clearly there before; identify which data or information from a com-
plex set is appropriate to examine further or from which supported conclusions 
can be drawn.

Evaluation

Being able to make judgments regarding the value of proposed ideas, solutions, 
methodologies, etc., by using appropriate criteria or standards to estimate accu-
racy, effectiveness, economic benefits, etc.
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ASQ Code of Ethics

To uphold and advance the honor and dignity of the profession, and in keeping 
with high standards of ethical conduct I acknowledge that I: 

FUNDAMENTAL PRINCIPLES
• Will be honest and impartial, and will serve with devotion my 

employer, my clients, and the public.

• Will strive to increase the competence and prestige of the profession.

• Will use my knowledge and skill for the advancement of human 
welfare, and in promoting the safety and reliability of products for 
public use.

• Will earnestly endeavor to aid the work of the Society. 

RELATIONS WITH THE PUBLIC 
1.1 Will do whatever I can to promote the reliability and safety of all 

products that come within my jurisdiction. 

1.2 Will endeavor to extend public knowledge of the work of the Society 
and its members that relates to the public welfare. 

1.3 Will be dignified and modest in explaining my work and merit. 

1.4 Will preface any public statements that I may issue by clearly indicating 
on whose behalf they are made. 

RELATIONS WITH EMPLOYERS AND CLIENTS

2.1 Will act in professional matters as a faithful agent or trustee for each 
employer or client. 

2.2 Will inform each client or employer of any business connections, 
interests, or affiliations which might influence my judgment or impair 
the equitable character of my services. 
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2.3 Will indicate to my employer or client the adverse consequences to 
be expected if my professional judgment is overruled. 

2.4 Will not disclose information concerning the business affairs or 
technical processes of any present or former employer or client 
without his consent. 

2.5 Will not accept compensation from more than one party for the 
same service without the consent of all parties. If employed, I will 
engage in supplementary employment of consulting practice only 
with the consent of my employer. 

RELATIONS WITH PEERS 

3.1 Will take care that credit for the work of others is given to those 
whom it is due. 

3.2 Will endeavor to aid the professional development and advancement 
of those in my employ or under my supervision. 

3.3 Will not compete unfairly with others; will extend my friendship 
and confidence to all associates and those with whom I have business 
relations.
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Appendix C

Control Limit Formulas

VARIABLES CHARTS

x R

Averages chart x A R Range ch

and chart:

: ± 2 aart D R D R

x s

Avera

: LCL UCL

and chart:

= =3 4

gges chart x A s deviation chart: :± 3 Standard LLCL UCL

Individuals and moving r

= =B s B s3 4

aange chart (two-value moving window):

Indiviiduals chart x R Moving range UCL: . : .± =2 66 3 2667R

Moving average and moving range (two-va llue moving window):

Moving average x R: .± 1 88 MMoving range R

Media

UCL

Median chart:

: .= 3 267

nn chart x A R Range chart D RLCL UC: :′ ± ′ =2 3 LL = D R4

ATTRIBUTE CHARTS

p p
p p
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np np
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±
−( )

±

±

3
1

3

3 nnp p u u
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Appendix D

Constants for Control Charts

S u b g ro u p
size

N

2

3

4

5

6

7

8

9

1 0

A2 for
median
charts

1 . 8 8 0

1 . 1 8 7

0 . 7 9 6

0 . 6 9 1

0 . 5 4 8

0 . 5 0 8

0 . 4 3 3

0 . 4 1 2

0 . 3 6 2

2 . 6 6 0

1 . 7 7 2

1 . 4 5 7

1 . 2 9 0

1 . 1 8 4

1 . 1 0 9

1 . 0 5 4

1 . 0 1 0

0 . 9 7 5

E2

3 . 2 6 7

2 . 5 6 8

2 . 2 6 6

2 . 0 8 9

1 . 9 7 0

1 . 8 8 2

1 . 8 1 5

1 . 7 6 1

1 . 7 1 6

B4

–

–

–

–

0 . 0 3 0

0 . 1 1 8

0 . 1 8 5

0 . 2 3 9

0 . 2 8 4

B3

2.224

1.091

0.758

0.594

0.495

0.429

0.380

0.343

0.314

A4

–

–

–

–

–

0.078

0.139

0.187

0.227

D5

3.865

2.745

2.375

2.179

2.055

1.967

1.901

1.850

1.809

D6

0 . 7 9 8

0 . 8 8 6

0 . 9 2 1

0 . 9 4 0

0 . 9 5 2

0 . 9 5 9

0 . 9 6 5

0 . 9 6 9

0 . 9 7 3

c4

2 . 6 5 9

1 . 9 5 4

1 . 6 2 8

1 . 4 2 7

1 . 2 8 7

1 . 1 8 2

1 . 0 9 9

1 . 0 3 2

0 . 9 7 5

A3

3 . 2 6 7

2 . 5 7 4

2 . 2 8 2

2 . 1 1 4

2 . 0 0 4

1 . 9 2 4

1 . 8 6 4

1 . 8 1 6

1 . 7 7 7

D4

–

–

–

–

–

0 . 0 7 6

0 . 1 3 6

0 . 1 8 4

0 . 2 2 3

D3

1 . 1 2 8

1 . 6 9 3

2 . 0 5 9

2 . 3 2 6

2 . 5 3 4

2 . 7 0 4

2 . 8 4 7

2 . 9 7 0

3 . 0 7 8

d2

1 . 8 8 0

1 . 0 2 3

0 . 7 2 9

0 . 5 7 7

0 . 4 8 3

0 . 4 1 9

0 . 3 7 3

0 . 3 3 7

0 . 3 0 8

A2

A
p

p
en

d
ix

 D

https://www.kekaoxing.com



245

Appendix E

Areas under Standard Normal Curve

 z 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

 0.0 0.5000 0.4960 0.4920 0.4880 0.4840 0.4801 0.4761 0.4721 0.4681 0.4641

 0.1 0.4602 0.4562 0.4522 0.448 0.4443 0.4404 0.4364 0.4325 0.4286 0.4247

 0.2 0.4207 0.4168 0.4129 0.4090 0.4051 0.4013 0.3974 0.3936 0.3897 0.3859

 0.3 0.3821 0.3783 0.3745 0.3707 0.3669 0.3632 0.3594 0.3557 0.3520 0.3483

 0.4 0.3446 0.3409 0.3372 0.3336 0.3300 0.3264 0.3228 0.3192 0.3156 0.3121

 0.5 0.3085 0.3050 0.3015 0.2981 0.2946 0.2912 0.2877 0.2843 0.2810 0.2776

 0.6 0.2743 0.2709 0.2676 0.2643 0.2611 0.2578 0.2546 0.2514 0.2483 0.2451

 0.7 0.2420 0.2389 0.2358 0.2327 0.2296 0.2266 0.2236 0.2206 0.2177 0.2148

 0.8 0.2119 0.2090 0.2061 0.2033 0.2005 0.1977 0.1949 0.1922 0.1894 0.1867

 0.9 0.1841 0.1814 0.1788 0.1762 0.1736 0.1711 0.1685 0.1660 0.1635 0.1611

 1.0 0.1587 0.1562 0.1539 0.1515 0.1492 0.1469 0.1446 0.1423 0.1401 0.1379

 1.1 0.1357 0.1335 0.1314 0.1292 0.1271 0.1251 0.1230 0.1210 0.1190 0.1170

 1.2 0.1151 0.1131 0.1112 0.1093 0.1075 0.1056 0.1038 0.1020 0.1003 0.0985

 1.3 0.0968 0.0951 0.0934 0.0918 0.0901 0.0885 0.0869 0.0853 0.0838 0.0823

 1.4 0.0808 0.0793 0.0778 0.0764 0.0749 0.0735 0.0721 0.0708 0.0694 0.0681

 1.5 0.0668 0.0655 0.0643 0.0630 0.0618 0.0606 0.0594 0.0582 0.0571 0.0559

 1.6 0.0548 0.0537 0.0526 0.0516 0.0505 0.0495 0.0485 0.0475 0.0465 0.0455

 1.7 0.0446 0.0436 0.0427 0.0418 0.0409 0.0401 0.0392 0.0384 0.0375 0.0367

 1.8 0.0359 0.0351 0.0344 0.0336 0.0329 0.0322 0.0314 0.0307 0.0300 0.0294

 1.9 0.0287 0.0281 0.0274 0.0268 0.0262 0.0256 0.0250 0.0244 0.0239 0.0233

 2.0 0.0228 0.0222 0.0217 0.0212 0.0207 0.0202 0.0197 0.0192 0.0188 0.0183

 2.1 0.0179 0.0174 0.0170 0.0166 0.0162 0.0158 0.0152 0.0150 0.0146 0.0143

 2.2 0.0139 0.0136 0.0132 0.0129 0.0125 0.0122 0.0119 0.0116 0.0113 0.0110

 2.3 0.0107 0.0104 0.0102 0.0099 0.0096 0.0094 0.0091 0.0089 0.0087 0.0084

 2.4 0.0082 0.0080 0.0078 0.0075 0.0073 0.0071 0.0069 0.0068 0.0066 0.0064

 2.5 0.0062 0.0060 0.0059 0.0057 0.0055 0.0054 0.0052 0.0051 0.0049 0.0048

 2.6 0.0047 0.0045 0.0044 0.0043 0.0041 0.0040 0.0039 0.0038 0.0037 0.0036

 2.7 0.0035 0.0034 0.0033 0.0032 0.0031 0.0030 0.0029 0.0028 0.0027 0.0026

 2.8 0.0026 0.0025 0.0024 0.0023 0.0023 0.0022 0.0021 0.0021 0.0020 0.0019

 2.9 0.0019 0.0018 0.0018 0.0017 0.0016 0.0016 0.0015 0.0015 0.0014 0.0014
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z 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

3.0 0.0013 0.0013 0.0013 0.0012 0.0012 0.0011 0.0011 0.0011 0.0010 0.0010

 3.1 0.0010 0.0009 0.0009 0.0009 0.0008 0.0008 0.0008 0.0008 0.0007 0.0007

 3.2 0.0007 0.0007 0.0006 0.0006 0.0006 0.0006 0.0006 0.0005 0.0005 0.0005

 3.3 0.0005 0.0005 0.0005 0.0004 0.0004 0.0004 0.0004 0.0004 0.0004 0.0003

 3.4 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0002

 3.5 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002

 3.6 0.0002 0.0002 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001

 3.7 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001

 3.8 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001

For z ≥  3.90, areas are 0.0000 correct to four places.

Continued
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Numerator degrees of freedom

1 2 3 4 5 6 7 8 9 10 11

1 39.86 49.50 53.59 55.83 57.24 58.20 58.91 59.44 59.86 60.19 60.47

2 8.53 9.00 9.16 9.24 9.29 9.33 9.35 9.37 9.38 9.39 9.40

3 5.54 5.46 5.39 5.34 5.31 5.28 5.27 5.25 5.24 5.23 5.22

4 4.54 4.32 4.19 4.11 4.05 4.01 3.98 3.95 3.94 3.92 3.91

5 4.06 3.78 3.62 3.52 3.45 3.40 3.37 3.34 3.32 3.30 3.28

6 3.78 3.46 3.29 3.18 3.11 3.05 3.01 2.98 2.96 2.94 2.92

7 3.59 3.26 3.07 2.96 2.88 2.83 2.78 2.75 2.72 2.70 2.68

8 3.46 3.11 2.92 2.81 2.73 2.67 2.62 2.59 2.56 2.54 2.52

9 3.36 3.01 2.81 2.69 2.61 2.55 2.51 2.47 2.44 2.42 2.40

10 3.29 2.92 2.73 2.61 2.52 2.46 2.41 2.38 2.35 2.32 2.30

11 3.23 2.86 2.66 2.54 2.45 2.39 2.34 2.30 2.27 2.25 2.23

12 3.18 2.81 2.61 2.48 2.39 2.33 2.28 2.24 2.21 2.19 2.17

13 3.14 2.76 2.56 2.43 2.35 2.28 2.23 2.20 2.16 2.14 2.12

14 3.10 2.73 2.52 2.39 2.31 2.24 2.19 2.15 2.12 2.10 2.07

15 3.07 2.70 2.49 2.36 2.27 2.21 2.16 2.12 2.09 2.06 2.04

16 3.05 2.67 2.46 2.33 2.24 2.18 2.13 2.09 2.06 2.03 2.01

17 3.03 2.64 2.44 2.31 2.22 2.15 2.10 2.06 2.03 2.00 1.98

18 3.01 2.62 2.42 2.29 2.20 2.13 2.08 2.04 2.00 1.98 1.95

19 2.99 2.61 2.40 2.27 2.18 2.11 2.06 2.02 1.98 1.96 1.93

20 2.97 2.59 2.38 2.25 2.16 2.09 2.04 2.00 1.96 1.94 1.91

21 2.96 2.57 2.36 2.23 2.14 2.08 2.02 1.98 1.95 1.92 1.90

22 2.95 2.56 2.35 2.22 2.13 2.06 2.01 1.97 1.93 1.90 1.88

23 2.94 2.55 2.34 2.21 2.11 2.05 1.99 1.95 1.92 1.89 1.87

24 2.93 2.54 2.33 2.19 2.10 2.04 1.98 1.94 1.91 1.88 1.85

25 2.92 2.53 2.32 2.18 2.09 2.02 1.97 1.93 1.89 1.87 1.84

26 2.91 2.52 2.31 2.17 2.08 2.01 1.96 1.92 1.88 1.86 1.83

27 2.90 2.51 2.30 2.17 2.07 2.00 1.95 1.91 1.87 1.85 1.82

28 2.89 2.50 2.29 2.16 2.06 2.00 1.94 1.90 1.87 1.84 1.81

29 2.89 2.50 2.28 2.15 2.06 1.99 1.93 1.89 1.86 1.83 1.80

30 2.88 2.49 2.28 2.14 2.05 1.98 1.93 1.88 1.85 1.82 1.79

40 2.84 2.44 2.23 2.09 2.00 1.93 1.87 1.83 1.79 1.76 1.74

60 2.79 2.39 2.18 2.04 1.95 1.87 1.82 1.77 1.74 1.71 1.68

100 2.76 2.36 2.14 2.00 1.91 1.83 1.78 1.73 1.69 1.66 1.64
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Numerator degrees of freedom

12 13 14 15 16 17 18 19 20 21 22

1 60.71 60.90 61.07 61.22 61.35 61.46 61.57 61.66 61.74 61.81 61.88

2 9.41 9.41 9.42 9.42 9.43 9.43 9.44 9.44 9.44 9.44 9.45

3 5.22 5.21 5.20 5.20 5.20 5.19 5.19 5.19 5.18 5.18 5.18

4 3.90 3.89 3.88 3.87 3.86 3.86 3.85 3.85 3.84 3.84 3.84

5 3.27 3.26 3.25 3.24 3.23 3.22 3.22 3.21 3.21 3.20 3.20

6 2.90 2.89 2.88 2.87 2.86 2.85 2.85 2.84 2.84 2.83 2.83

7 2.67 2.65 2.64 2.63 2.62 2.61 2.61 2.60 2.59 2.59 2.58

8 2.50 2.49 2.48 2.46 2.45 2.45 2.44 2.43 2.42 2.42 2.41

9 2.38 2.36 2.35 2.34 2.33 2.32 2.31 2.30 2.30 2.29 2.29

10 2.28 2.27 2.26 2.24 2.23 2.22 2.22 2.21 2.20 2.19 2.19

11 2.21 2.19 2.18 2.17 2.16 2.15 2.14 2.13 2.12 2.12 2.11

12 2.15 2.13 2.12 2.10 2.09 2.08 2.08 2.07 2.06 2.05 2.05

13 2.10 2.08 2.07 2.05 2.04 2.03 2.02 2.01 2.01 2.00 1.99

14 2.05 2.04 2.02 2.01 2.00 1.99 1.98 1.97 1.96 1.96 1.95

15 2.02 2.00 1.99 1.97 1.96 1.95 1.94 1.93 1.92 1.92 1.91

16 1.99 1.97 1.95 1.94 1.93 1.92 1.91 1.90 1.89 1.88 1.88

17 1.96 1.94 1.93 1.91 1.90 1.89 1.88 1.87 1.86 1.86 1.85

18 1.93 1.92 1.90 1.89 1.87 1.86 1.85 1.84 1.84 1.83 1.82

19 1.91 1.89 1.88 1.86 1.85 1.84 1.83 1.82 1.81 1.81 1.80

20 1.89 1.87 1.86 1.84 1.83 1.82 1.81 1.80 1.79 1.79 1.78

21 1.87 1.86 1.84 1.83 1.81 1.80 1.79 1.78 1.78 1.77 1.76

22 1.86 1.84 1.83 1.81 1.80 1.79 1.78 1.77 1.76 1.75 1.74

23 1.84 1.83 1.81 1.80 1.78 1.77 1.76 1.75 1.74 1.74 1.73

24 1.83 1.81 1.80 1.78 1.77 1.76 1.75 1.74 1.73 1.72 1.71

25 1.82 1.80 1.79 1.77 1.76 1.75 1.74 1.73 1.72 1.71 1.70

26 1.81 1.79 1.77 1.76 1.75 1.73 1.72 1.71 1.71 1.70 1.69

27 1.80 1.78 1.76 1.75 1.74 1.72 1.71 1.70 1.70 1.69 1.68

28 1.79 1.77 1.75 1.74 1.73 1.71 1.70 1.69 1.69 1.68 1.67

29 1.78 1.76 1.75 1.73 1.72 1.71 1.69 1.68 1.68 1.67 1.66

30 1.77 1.75 1.74 1.72 1.71 1.70 1.69 1.68 1.67 1.66 1.65

40 1.71 1.70 1.68 1.66 1.65 1.64 1.62 1.61 1.61 1.60 1.59

60 1.66 1.64 1.62 1.60 1.59 1.58 1.56 1.55 1.54 1.53 1.53

100 1.61 1.59 1.57 1.56 1.54 1.53 1.52 1.50 1.49 1.48 1.48
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Numerator degrees of freedom

23 24 25 26 27 28 29 30 40 60 100

1 61.94 62.00 62.05 62.10 62.15 62.19 62.23 62.26 62.53 62.79 63.01

2 9.45 9.45 9.45 9.45 9.45 9.46 9.46 9.46 9.47 9.47 9.48

3 5.18 5.18 5.17 5.17 5.17 5.17 5.17 5.17 5.16 5.15 5.14

4 3.83 3.83 3.83 3.83 3.82 3.82 3.82 3.82 3.80 3.79 3.78

5 3.19 3.19 3.19 3.18 3.18 3.18 3.18 3.17 3.16 3.14 3.13

6 2.82 2.82 2.81 2.81 2.81 2.81 2.80 2.80 2.78 2.76 2.75

7 2.58 2.58 2.57 2.57 2.56 2.56 2.56 2.56 2.54 2.51 2.50

8 2.41 2.40 2.40 2.40 2.39 2.39 2.39 2.38 2.36 2.34 2.32

9 2.28 2.28 2.27 2.27 2.26 2.26 2.26 2.25 2.23 2.21 2.19

10 2.18 2.18 2.17 2.17 2.17 2.16 2.16 2.16 2.13 2.11 2.09

11 2.11 2.10 2.10 2.09 2.09 2.08 2.08 2.08 2.05 2.03 2.01

12 2.04 2.04 2.03 2.03 2.02 2.02 2.01 2.01 1.99 1.96 1.94

13 1.99 1.98 1.98 1.97 1.97 1.96 1.96 1.96 1.93 1.90 1.88

14 1.94 1.94 1.93 1.93 1.92 1.92 1.92 1.91 1.89 1.86 1.83

15 1.90 1.90 1.89 1.89 1.88 1.88 1.88 1.87 1.85 1.82 1.79

16 1.87 1.87 1.86 1.86 1.85 1.85 1.84 1.84 1.81 1.78 1.76

17 1.84 1.84 1.83 1.83 1.82 1.82 1.81 1.81 1.78 1.75 1.73

18 1.82 1.81 1.80 1.80 1.80 1.79 1.79 1.78 1.75 1.72 1.70

19 1.79 1.79 1.78 1.78 1.77 1.77 1.76 1.76 1.73 1.70 1.67

20 1.77 1.77 1.76 1.76 1.75 1.75 1.74 1.74 1.71 1.68 1.65

21 1.75 1.75 1.74 1.74 1.73 1.73 1.72 1.72 1.69 1.66 1.63

22 1.74 1.73 1.73 1.72 1.72 1.71 1.71 1.70 1.67 1.64 1.61

23 1.72 1.72 1.71 1.70 1.70 1.69 1.69 1.69 1.66 1.62 1.59

24 1.71 1.70 1.70 1.69 1.69 1.68 1.68 1.67 1.64 1.61 1.58

25 1.70 1.69 1.68 1.68 1.67 1.67 1.66 1.66 1.63 1.59 1.56

26 1.68 1.68 1.67 1.67 1.66 1.66 1.65 1.65 1.61 1.58 1.55

27 1.67 1.67 1.66 1.65 1.65 1.64 1.64 1.64 1.60 1.57 1.54

28 1.66 1.66 1.65 1.64 1.64 1.63 1.63 1.63 1.59 1.56 1.53

29 1.65 1.65 1.64 1.63 1.63 1.62 1.62 1.62 1.58 1.55 1.52

30 1.64 1.64 1.63 1.63 1.62 1.62 1.61 1.61 1.57 1.54 1.51

40 1.58 1.57 1.57 1.56 1.56 1.55 1.55 1.54 1.51 1.47 1.43

60 1.52 1.51 1.50 1.50 1.49 1.49 1.48 1.48 1.44 1.40 1.36

100 1.47 1.46 1.45 1.45 1.44 1.43 1.43 1.42 1.38 1.34 1.29
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Numerator degrees of freedom

1 2 3 4 5 6 7 8 9 10 11

1 161.4 199.5 215.7 224.6 230.2 234.0 236.8 238.9 240.5 241.9 243.0

2 18.51 19.00 19.16 19.25 19.30 19.33 19.35 19.37 19.38 19.40 19.40

3 10.13 9.55 9.28 9.12 9.01 8.94 8.89 8.85 8.81 8.79 8.76

4 7.71 6.94 6.59 6.39 6.26 6.16 6.09 6.04 6.00 5.96 5.94

5 6.61 5.79 5.41 5.19 5.05 4.95 4.88 4.82 4.77 4.74 4.70

6 5.99 5.14 4.76 4.53 4.39 4.28 4.21 4.15 4.10 4.06 4.03

7 5.59 4.74 4.35 4.12 3.97 3.87 3.79 3.73 3.68 3.64 3.60

8 5.32 4.46 4.07 3.84 3.69 3.58 3.50 3.44 3.39 3.35 3.31

9 5.12 4.26 3.86 3.63 3.48 3.37 3.29 3.23 3.18 3.14 3.10

10 4.96 4.10 3.71 3.48 3.33 3.22 3.14 3.07 3.02 2.98 2.94

11 4.84 3.98 3.59 3.36 3.20 3.09 3.01 2.95 2.90 2.85 2.82

12 4.75 3.89 3.49 3.26 3.11 3.00 2.91 2.85 2.80 2.75 2.72

13 4.67 3.81 3.41 3.18 3.03 2.92 2.83 2.77 2.71 2.67 2.63

14 4.60 3.74 3.34 3.11 2.96 2.85 2.76 2.70 2.65 2.60 2.57

15 4.54 3.68 3.29 3.06 2.90 2.79 2.71 2.64 2.59 2.54 2.51

16 4.49 3.63 3.24 3.01 2.85 2.74 2.66 2.59 2.54 2.49 2.46

17 4.45 3.59 3.20 2.96 2.81 2.70 2.61 2.55 2.49 2.45 2.41

18 4.41 3.55 3.16 2.93 2.77 2.66 2.58 2.51 2.46 2.41 2.37

19 4.38 3.52 3.13 2.90 2.74 2.63 2.54 2.48 2.42 2.38 2.34

20 4.35 3.49 3.10 2.87 2.71 2.60 2.51 2.45 2.39 2.35 2.31

21 4.32 3.47 3.07 2.84 2.68 2.57 2.49 2.42 2.37 2.32 2.28

22 4.30 3.44 3.05 2.82 2.66 2.55 2.46 2.40 2.34 2.30 2.26

23 4.28 3.42 3.03 2.80 2.64 2.53 2.44 2.37 2.32 2.27 2.24

24 4.26 3.40 3.01 2.78 2.62 2.51 2.42 2.36 2.30 2.25 2.22

25 4.24 3.39 2.99 2.76 2.60 2.49 2.40 2.34 2.28 2.24 2.20

26 4.23 3.37 2.98 2.74 2.59 2.47 2.39 2.32 2.27 2.22 2.18

27 4.21 3.35 2.96 2.73 2.57 2.46 2.37 2.31 2.25 2.20 2.17

28 4.20 3.34 2.95 2.71 2.56 2.45 2.36 2.29 2.24 2.19 2.15

29 4.18 3.33 2.93 2.70 2.55 2.43 2.35 2.28 2.22 2.18 2.14

30 4.17 3.32 2.92 2.69 2.53 2.42 2.33 2.27 2.21 2.16 2.13

40 4.08 3.23 2.84 2.61 2.45 2.34 2.25 2.18 2.12 2.08 2.04

60 4.00 3.15 2.76 2.53 2.37 2.25 2.17 2.10 2.04 1.99 1.95

100 3.94 3.09 2.70 2.46 2.31 2.19 2.10 2.03 1.97 1.93 1.89
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Numerator degrees of freedom

12 13 14 15 16 17 18 19 20 21 22

1 243.9 244.7 245.4 245.9 246.5 246.9 247.3 247.7 248.0 248.3 248.6

2 19.41 19.42 19.42 19.43 19.43 19.44 19.44 19.44 19.45 19.45 19.45

3 8.74 8.73 8.71 8.70 8.69 8.68 8.67 8.67 8.66 8.65 8.65

4 5.91 5.89 5.87 5.86 5.84 5.83 5.82 5.81 5.80 5.79 5.79

5 4.68 4.66 4.64 4.62 4.60 4.59 4.58 4.57 4.56 4.55 4.54

6 4.00 3.98 3.96 3.94 3.92 3.91 3.90 3.88 3.87 3.86 3.86

7 3.57 3.55 3.53 3.51 3.49 3.48 3.47 3.46 3.44 3.43 3.43

8 3.28 3.26 3.24 3.22 3.20 3.19 3.17 3.16 3.15 3.14 3.13

9 3.07 3.05 3.03 3.01 2.99 2.97 2.96 2.95 2.94 2.93 2.92

10 2.91 2.89 2.86 2.85 2.83 2.81 2.80 2.79 2.77 2.76 2.75

11 2.79 2.76 2.74 2.72 2.70 2.69 2.67 2.66 2.65 2.64 2.63

12 2.69 2.66 2.64 2.62 2.60 2.58 2.57 2.56 2.54 2.53 2.52

13 2.60 2.58 2.55 2.53 2.51 2.50 2.48 2.47 2.46 2.45 2.44

14 2.53 2.51 2.48 2.46 2.44 2.43 2.41 2.40 2.39 2.38 2.37

15 2.48 2.45 2.42 2.40 2.38 2.37 2.35 2.34 2.33 2.32 2.31

16 2.42 2.40 2.37 2.35 2.33 2.32 2.30 2.29 2.28 2.26 2.25

17 2.38 2.35 2.33 2.31 2.29 2.27 2.26 2.24 2.23 2.22 2.21

18 2.34 2.31 2.29 2.27 2.25 2.23 2.22 2.20 2.19 2.18 2.17

19 2.31 2.28 2.26 2.23 2.21 2.20 2.18 2.17 2.16 2.14 2.13

20 2.28 2.25 2.22 2.20 2.18 2.17 2.15 2.14 2.12 2.11 2.10

21 2.25 2.22 2.20 2.18 2.16 2.14 2.12 2.11 2.10 2.08 2.07

22 2.23 2.20 2.17 2.15 2.13 2.11 2.10 2.08 2.07 2.06 2.05

23 2.20 2.18 2.15 2.13 2.11 2.09 2.08 2.06 2.05 2.04 2.02

24 2.18 2.15 2.13 2.11 2.09 2.07 2.05 2.04 2.03 2.01 2.00

25 2.16 2.14 2.11 2.09 2.07 2.05 2.04 2.02 2.01 2.00 1.98

26 2.15 2.12 2.09 2.07 2.05 2.03 2.02 2.00 1.99 1.98 1.97

27 2.13 2.10 2.08 2.06 2.04 2.02 2.00 1.99 1.97 1.96 1.95

28 2.12 2.09 2.06 2.04 2.02 2.00 1.99 1.97 1.96 1.95 1.93

29 2.10 2.08 2.05 2.03 2.01 1.99 1.97 1.96 1.94 1.93 1.92

30 2.09 2.06 2.04 2.01 1.99 1.98 1.96 1.95 1.93 1.92 1.91

40 2.00 1.97 1.95 1.92 1.90 1.89 1.87 1.85 1.84 1.83 1.81

60 1.92 1.89 1.86 1.84 1.82 1.80 1.78 1.76 1.75 1.73 1.72

100 1.85 1.82 1.79 1.77 1.75 1.73 1.71 1.69 1.68 1.66 1.65
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254 Part VIII: Appendices

Numerator degrees of freedom

23 24 25 26 27 28 29 30 40 60 100

1 248.8 249.1 249.3 249.5 249.6 249.8 250.0 250.1 251.1 252.2 253.0

2 19.45 19.45 19.46 19.46 19.46 19.46 19.46 19.46 19.47 19.48 19.49

3 8.64 8.64 8.63 8.63 8.63 8.62 8.62 8.62 8.59 8.57 8.55

4 5.78 5.77 5.77 5.76 5.76 5.75 5.75 5.75 5.72 5.69 5.66

5 4.53 4.53 4.52 4.52 4.51 4.50 4.50 4.50 4.46 4.43 4.41

6 3.85 3.84 3.83 3.83 3.82 3.82 3.81 3.81 3.77 3.74 3.71

7 3.42 3.41 3.40 3.40 3.39 3.39 3.38 3.38 3.34 3.30 3.27

8 3.12 3.12 3.11 3.10 3.10 3.09 3.08 3.08 3.04 3.01 2.97

9 2.91 2.90 2.89 2.89 2.88 2.87 2.87 2.86 2.83 2.79 2.76

10 2.75 2.74 2.73 2.72 2.72 2.71 2.70 2.70 2.66 2.62 2.59

11 2.62 2.61 2.60 2.59 2.59 2.58 2.58 2.57 2.53 2.49 2.46

12 2.51 2.51 2.50 2.49 2.48 2.48 2.47 2.47 2.43 2.38 2.35

13 2.43 2.42 2.41 2.41 2.40 2.39 2.39 2.38 2.34 2.30 2.26

14 2.36 2.35 2.34 2.33 2.33 2.32 2.31 2.31 2.27 2.22 2.19

15 2.30 2.29 2.28 2.27 2.27 2.26 2.25 2.25 2.20 2.16 2.12

16 2.24 2.24 2.23 2.22 2.21 2.21 2.20 2.19 2.15 2.11 2.07

17 2.20 2.19 2.18 2.17 2.17 2.16 2.15 2.15 2.10 2.06 2.02

18 2.16 2.15 2.14 2.13 2.13 2.12 2.11 2.11 2.06 2.02 1.98

19 2.12 2.11 2.11 2.10 2.09 2.08 2.08 2.07 2.03 1.98 1.94

20 2.09 2.08 2.07 2.07 2.06 2.05 2.05 2.04 1.99 1.95 1.91

21 2.06 2.05 2.05 2.04 2.03 2.02 2.02 2.01 1.96 1.92 1.88

22 2.04 2.03 2.02 2.01 2.00 2.00 1.99 1.98 1.94 1.89 1.85

23 2.01 2.01 2.00 1.99 1.98 1.97 1.97 1.96 1.91 1.86 1.82

24 1.99 1.98 1.97 1.97 1.96 1.95 1.95 1.94 1.89 1.84 1.80

25 1.97 1.96 1.96 1.95 1.94 1.93 1.93 1.92 1.87 1.82 1.78

26 1.96 1.95 1.94 1.93 1.92 1.91 1.91 1.90 1.85 1.80 1.76

27 1.94 1.93 1.92 1.91 1.90 1.90 1.89 1.88 1.84 1.79 1.74

28 1.92 1.91 1.91 1.90 1.89 1.88 1.88 1.87 1.82 1.77 1.73

29 1.91 1.90 1.89 1.88 1.88 1.87 1.86 1.85 1.81 1.75 1.71

30 1.90 1.89 1.88 1.87 1.86 1.85 1.85 1.84 1.79 1.74 1.70

40 1.80 1.79 1.78 1.77 1.77 1.76 1.75 1.74 1.69 1.64 1.59

60 1.71 1.70 1.69 1.68 1.67 1.66 1.66 1.65 1.59 1.53 1.48

100 1.64 1.63 1.62 1.61 1.60 1.59 1.58 1.57 1.52 1.45 1.39
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256 Part VIII: Appendices

Numerator degrees of freedom

1 2 3 4 5 6 7 8 9 10 11

1 4052 4999 5404 5624 5764 5859 5928 5981 6022 6056 6083

2 98.5 99 99.16 99.25 99.3 99.33 99.36 99.38 99.39 99.4 99.41

3 34.12 30.82 29.46 28.71 28.24 27.91 27.67 27.49 27.34 27.23 27.13

4 21.2 18 16.69 15.98 15.52 15.21 14.98 14.8 14.66 14.55 14.45

5 16.26 13.27 12.06 11.39 10.97 10.67 10.46 10.29 10.16 10.05 9.963

6 13.75 10.92 9.78 9.148 8.746 8.466 8.26 8.102 7.976 7.874 7.79

7 12.25 9.547 8.451 7.847 7.46 7.191 6.993 6.84 6.719 6.62 6.538

8 11.26 8.649 7.591 7.006 6.632 6.371 6.178 6.029 5.911 5.814 5.734

9 10.56 8.022 6.992 6.422 6.057 5.802 5.613 5.467 5.351 5.257 5.178

10 10.04 7.559 6.552 5.994 5.636 5.386 5.2 5.057 4.942 4.849 4.772

11 9.646 7.206 6.217 5.668 5.316 5.069 4.886 4.744 4.632 4.539 4.462

12 9.33 6.927 5.953 5.412 5.064 4.821 4.64 4.499 4.388 4.296 4.22

13 9.074 6.701 5.739 5.205 4.862 4.62 4.441 4.302 4.191 4.1 4.025

14 8.862 6.515 5.564 5.035 4.695 4.456 4.278 4.14 4.03 3.939 3.864

15 8.683 6.359 5.417 4.893 4.556 4.318 4.142 4.004 3.895 3.805 3.73

16 8.531 6.226 5.292 4.773 4.437 4.202 4.026 3.89 3.78 3.691 3.616

17 8.4 6.112 5.185 4.669 4.336 4.101 3.927 3.791 3.682 3.593 3.518

18 8.285 6.013 5.092 4.579 4.248 4.015 3.841 3.705 3.597 3.508 3.434

19 8.185 5.926 5.01 4.5 4.171 3.939 3.765 3.631 3.523 3.434 3.36

20 8.096 5.849 4.938 4.431 4.103 3.871 3.699 3.564 3.457 3.368 3.294

21 8.017 5.78 4.874 4.369 4.042 3.812 3.64 3.506 3.398 3.31 3.236

22 7.945 5.719 4.817 4.313 3.988 3.758 3.587 3.453 3.346 3.258 3.184

23 7.881 5.664 4.765 4.264 3.939 3.71 3.539 3.406 3.299 3.211 3.137

24 7.823 5.614 4.718 4.218 3.895 3.667 3.496 3.363 3.256 3.168 3.094

25 7.77 5.568 4.675 4.177 3.855 3.627 3.457 3.324 3.217 3.129 3.056

26 7.721 5.526 4.637 4.14 3.818 3.591 3.421 3.288 3.182 3.094 3.021

27 7.677 5.488 4.601 4.106 3.785 3.558 3.388 3.256 3.149 3.062 2.988

28 7.636 5.453 4.568 4.074 3.754 3.528 3.358 3.226 3.12 3.032 2.959

29 7.598 5.42 4.538 4.045 3.725 3.499 3.33 3.198 3.092 3.005 2.931

30 7.562 5.39 4.51 4.018 3.699 3.473 3.305 3.173 3.067 2.979 2.906

40 7.314 5.178 4.313 3.828 3.514 3.291 3.124 2.993 2.888 2.801 2.727

60 7.077 4.977 4.126 3.649 3.339 3.119 2.953 2.823 2.718 2.632 2.559

100 6.895 4.824 3.984 3.513 3.206 2.988 2.823 2.694 2.59 2.503 2.43
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 Appendix H: F Distribution F0.01 257

Numerator degrees of freedom

12 13 14 15 16 17 18 19 20 21 22

1 6107 6126 6143 6157 6170 6181 6191 6201 6208.7 6216.1 6223.1

2 99.42 99.42 99.43 99.43 99.44 99.44 99.44 99.45 99.448 99.451 99.455

3 27.05 26.98 26.92 26.87 26.83 26.79 26.75 26.72 26.69 26.664 26.639

4 14.37 14.31 14.25 14.2 14.15 14.11 14.08 14.05 14.019 13.994 13.97

5 9.888 9.825 9.77 9.722 9.68 9.643 9.609 9.58 9.5527 9.5281 9.5058

6 7.718 7.657 7.605 7.559 7.519 7.483 7.451 7.422 7.3958 7.3721 7.3506

7 6.469 6.41 6.359 6.314 6.275 6.24 6.209 6.181 6.1555 6.1324 6.1113

8 5.667 5.609 5.559 5.515 5.477 5.442 5.412 5.384 5.3591 5.3365 5.3157

9 5.111 5.055 5.005 4.962 4.924 4.89 4.86 4.833 4.808 4.7855 4.7651

10 4.706 4.65 4.601 4.558 4.52 4.487 4.457 4.43 4.4054 4.3831 4.3628

11 4.397 4.342 4.293 4.251 4.213 4.18 4.15 4.123 4.099 4.0769 4.0566

12 4.155 4.1 4.052 4.01 3.972 3.939 3.91 3.883 3.8584 3.8363 3.8161

13 3.96 3.905 3.857 3.815 3.778 3.745 3.716 3.689 3.6646 3.6425 3.6223

14 3.8 3.745 3.698 3.656 3.619 3.586 3.556 3.529 3.5052 3.4832 3.463

15 3.666 3.612 3.564 3.522 3.485 3.452 3.423 3.396 3.3719 3.3498 3.3297

16 3.553 3.498 3.451 3.409 3.372 3.339 3.31 3.283 3.2587 3.2367 3.2165

17 3.455 3.401 3.353 3.312 3.275 3.242 3.212 3.186 3.1615 3.1394 3.1192

18 3.371 3.316 3.269 3.227 3.19 3.158 3.128 3.101 3.0771 3.055 3.0348

19 3.297 3.242 3.195 3.153 3.116 3.084 3.054 3.027 3.0031 2.981 2.9607

20 3.231 3.177 3.13 3.088 3.051 3.018 2.989 2.962 2.9377 2.9156 2.8953

21 3.173 3.119 3.072 3.03 2.993 2.96 2.931 2.904 2.8795 2.8574 2.837

22 3.121 3.067 3.019 2.978 2.941 2.908 2.879 2.852 2.8274 2.8052 2.7849

23 3.074 3.02 2.973 2.931 2.894 2.861 2.832 2.805 2.7805 2.7582 2.7378

24 3.032 2.977 2.93 2.889 2.852 2.819 2.789 2.762 2.738 2.7157 2.6953

25 2.993 2.939 2.892 2.85 2.813 2.78 2.751 2.724 2.6993 2.677 2.6565

26 2.958 2.904 2.857 2.815 2.778 2.745 2.715 2.688 2.664 2.6416 2.6211

27 2.926 2.872 2.824 2.783 2.746 2.713 2.683 2.656 2.6316 2.609 2.5886

28 2.896 2.842 2.795 2.753 2.716 2.683 2.653 2.626 2.6018 2.5793 2.5587

29 2.868 2.814 2.767 2.726 2.689 2.656 2.626 2.599 2.5742 2.5517 2.5311

30 2.843 2.789 2.742 2.7 2.663 2.63 2.6 2.573 2.5487 2.5262 2.5055

40 2.665 2.611 2.563 2.522 2.484 2.451 2.421 2.394 2.3689 2.3461 2.3252

60 2.496 2.442 2.394 2.352 2.315 2.281 2.251 2.223 2.1978 2.1747 2.1533

10 2.368 2.313 2.265 2.223 2.185 2.151 2.12 2.092 2.0666 2.0431 2.0214
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Numerator degrees of freedom

23 24 25 26 27 28 29 30 40 60 100

1 6228.7 6234.3 6239.9 6244.5 6249.2 6252.9 6257.1 6260.4 6286.4 6313 6333.9

2 99.455 99.455 99.459 99.462 99.462 99.462 99.462 99.466 99.477 99.484 99.491

3 26.617 26.597 26.579 26.562 26.546 26.531 26.517 26.504 26.411 26.316 26.241

4 13.949 13.929 13.911 13.894 13.878 13.864 13.85 13.838 13.745 13.652 13.577

5 9.4853 9.4665 9.4492 9.4331 9.4183 9.4044 9.3914 9.3794 9.2912 9.202 9.13

6 7.3309 7.3128 7.296 7.2805 7.2661 7.2528 7.2403 7.2286 7.1432 7.0568 6.9867

7 6.092 6.0743 6.0579 6.0428 6.0287 6.0156 6.0035 5.992 5.9084 5.8236 5.7546

8 5.2967 5.2793 5.2631 5.2482 5.2344 5.2214 5.2094 5.1981 5.1156 5.0316 4.9633

9 4.7463 4.729 4.713 4.6982 4.6845 4.6717 4.6598 4.6486 4.5667 4.4831 4.415

10 4.3441 4.3269 4.3111 4.2963 4.2827 4.27 4.2582 4.2469 4.1653 4.0819 4.0137

11 4.038 4.0209 4.0051 3.9904 3.9768 3.9641 3.9522 3.9411 3.8596 3.7761 3.7077

12 3.7976 3.7805 3.7647 3.7501 3.7364 3.7238 3.7119 3.7008 3.6192 3.5355 3.4668

13 3.6038 3.5868 3.571 3.5563 3.5427 3.53 3.5182 3.507 3.4253 3.3413 3.2723

14 3.4445 3.4274 3.4116 3.3969 3.3833 3.3706 3.3587 3.3476 3.2657 3.1813 3.1118

15 3.3111 3.294 3.2782 3.2636 3.2499 3.2372 3.2253 3.2141 3.1319 3.0471 2.9772

16 3.1979 3.1808 3.165 3.1503 3.1366 3.1238 3.1119 3.1007 3.0182 2.933 2.8627

17 3.1006 3.0835 3.0676 3.0529 3.0392 3.0264 3.0145 3.0032 2.9204 2.8348 2.7639

18 3.0161 2.999 2.9831 2.9683 2.9546 2.9418 2.9298 2.9185 2.8354 2.7493 2.6779

19 2.9421 2.9249 2.9089 2.8942 2.8804 2.8675 2.8555 2.8442 2.7608 2.6742 2.6023

20 2.8766 2.8594 2.8434 2.8286 2.8148 2.8019 2.7898 2.7785 2.6947 2.6077 2.5353

21 2.8183 2.801 2.785 2.7702 2.7563 2.7434 2.7313 2.72 2.6359 2.5484 2.4755

22 2.7661 2.7488 2.7328 2.7179 2.704 2.691 2.6789 2.6675 2.5831 2.4951 2.4218

23 2.7191 2.7017 2.6857 2.6707 2.6568 2.6438 2.6316 2.6202 2.5355 2.4471 2.3732

24 2.6764 2.6591 2.643 2.628 2.614 2.601 2.5888 2.5773 2.4923 2.4035 2.3291

25 2.6377 2.6203 2.6041 2.5891 2.5751 2.562 2.5498 2.5383 2.453 2.3637 2.2888

26 2.6022 2.5848 2.5686 2.5535 2.5395 2.5264 2.5142 2.5026 2.417 2.3273 2.2519

27 2.5697 2.5522 2.536 2.5209 2.5069 2.4937 2.4814 2.4699 2.384 2.2938 2.218

28 2.5398 2.5223 2.506 2.4909 2.4768 2.4636 2.4513 2.4397 2.3535 2.2629 2.1867

29 2.5121 2.4946 2.4783 2.4631 2.449 2.4358 2.4234 2.4118 2.3253 2.2344 2.1577

30 2.4865 2.4689 2.4526 2.4374 2.4233 2.41 2.3976 2.386 2.2992 2.2079 2.1307

40 2.3059 2.288 2.2714 2.2559 2.2415 2.228 2.2153 2.2034 2.1142 2.0194 1.9383

60 2.1336 2.1154 2.0984 2.0825 2.0677 2.0538 2.0408 2.0285 1.936 1.8363 1.7493

100 2.0012 1.9826 1.9651 1.9489 1.9337 1.9194 1.9059 1.8933 1.7972 1.6918 1.5977
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Appendix I

Chi Square Distribution

df χ2
0.995 χ2

0.99 χ2
0.975 χ2

0.95 χ2
0.90 χ2

0.10 χ2
0.05 χ2

0.025 χ2
0.01 χ2

0.005

1 0.000 0.000 0.001 0.004 0.016 2.706 3.841 5.024 6.635 7.879

2 0.010 0.020 0.051 0.103 0.211 4.605 5.991 7.378 9.210 10.597

3 0.072 0.115 0.216 0.352 0.584 6.251 7.815 9.348 11.345 12.838

4 0.207 0.297 0.484 0.711 1.064 7.779 9.488 11.143 13.277 14.860

5 0.412 0.554 0.831 1.145 1.610 9.236 11.070 12.832 15.086 16.750

6 0.676 0.872 1.237 1.635 2.204 10.645 12.592 14.449 16.812 18.548

7 0.989 1.239 1.690 2.167 2.833 12.017 14.067 16.013 18.475 20.278

8 1.344 1.647 2.180 2.733 3.490 13.362 15.507 17.535 20.090 21.955

9 1.735 2.088 2.700 3.325 4.168 14.684 16.919 19.023 21.666 23.589

10 2.156 2.558 3.247 3.940 4.865 15.987 18.307 20.483 23.209 25.188

11 2.603 3.053 3.816 4.575 5.578 17.275 19.675 21.920 24.725 26.757

12 3.074 3.571 4.404 5.226 6.304 18.549 21.026 23.337 26.217 28.300

13 3.565 4.107 5.009 5.892 7.041 19.812 22.362 24.736 27.688 29.819

14 4.075 4.660 5.629 6.571 7.790 21.064 23.685 26.119 29.141 31.319

15 4.601 5.229 6.262 7.261 8.547 22.307 24.996 27.488 30.578 32.801

16 5.142 5.812 6.908 7.962 9.312 23.542 26.296 28.845 32.000 34.267

17 5.697 6.408 7.564 8.672 10.085 24.769 27.587 30.191 33.409 35.718

18 6.265 7.015 8.231 9.390 10.865 25.989 28.869 31.526 34.805 37.156

19 6.844 7.633 8.907 10.117 11.651 27.204 30.144 32.852 36.191 38.582

20 7.434 8.260 9.591 10.851 12.443 28.412 31.410 34.170 37.566 39.997

21 8.034 8.897 10.283 11.591 13.240 29.615 32.671 35.479 38.932 41.401

22 8.643 9.542 10.982 12.338 14.041 30.813 33.924 36.781 40.289 42.796

23 9.260 10.196 11.689 13.091 14.848 32.007 35.172 38.076 41.638 44.181

24 9.886 10.856 12.401 13.848 15.659 33.196 36.415 39.364 42.980 45.558

25 10.520 11.524 13.120 14.611 16.473 34.382 37.652 40.646 44.314 46.928

26 11.160 12.198 13.844 15.379 17.292 35.563 38.885 41.923 45.642 48.290

27 11.808 12.878 14.573 16.151 18.114 36.741 40.113 43.195 46.963 49.645

28 12.461 13.565 15.308 16.928 18.939 37.916 41.337 44.461 48.278 50.994

Continued
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df χ2
0.995 χ2

0.99 χ2
0.975 χ2

0.95 χ2
0.90 χ2

0.10 χ2
0.05 χ2

0.025 χ2
0.01 χ2

0.005

29 13.121 14.256 16.047 17.708 19.768 39.087 42.557 45.722 49.588 52.335

30 13.787 14.953 16.791 18.493 20.599 40.256 43.773 46.979 50.892 53.672

31 14.458 15.655 17.539 19.281 21.434 41.422 44.985 48.232 52.191 55.002

32 15.134 16.362 18.291 20.072 22.271 42.585 46.194 49.480 53.486 56.328

33 15.815 17.073 19.047 20.867 23.110 43.745 47.400 50.725 54.775 57.648

34 16.501 17.789 19.806 21.664 23.952 44.903 48.602 51.966 56.061 58.964

35 17.192 18.509 20.569 22.465 24.797 46.059 49.802 53.203 57.342 60.275

40 20.707 22.164 24.433 26.509 29.051 51.805 55.758 59.342 63.691 66.766

45 24.311 25.901 28.366 30.612 33.350 57.505 61.656 65.410 69.957 73.166

50 27.991 29.707 32.357 34.764 37.689 63.167 67.505 71.420 76.154 79.490

55 31.735 33.571 36.398 38.958 42.060 68.796 73.311 77.380 82.292 85.749

60 35.534 37.485 40.482 43.188 46.459 74.397 79.082 83.298 88.379 91.952

65 39.383 41.444 44.603 47.450 50.883 79.973 84.821 89.177 94.422 98.105

70 43.275 45.442 48.758 51.739 55.329 85.527 90.531 95.023 100.425 104.215

75 47.206 49.475 52.942 56.054 59.795 91.061 96.217 100.839 106.393 110.285

80 51.172 53.540 57.153 60.391 64.278 96.578 101.879 106.629 112.329 116.321

85 55.170 57.634 61.389 64.749 68.777 102.079 107.522 112.393 118.236 122.324

90 59.196 61.754 65.647 69.126 73.291 107.565 113.145 118.136 124.116 128.299

95 63.250 65.898 69.925 73.520 77.818 113.038 118.752 123.858 129.973 134.247

100 67.328 70.065 74.222 77.929 82.358 118.498 124.342 129.561 135.807 140.170

Chi square distribution (continued)
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Appendix J

Values of the t Distribution

m t0.100 t0.050 t0.025 t0.010 t0.005 m
1 3.078 6.314 12.706 31.821 63.656 1

2 1.886 2.920 4.303 6.965 9.925 2

3 1.638 2.353 3.182 4.541 5.841 3

4 1.533 2.132 2.776 3.747 4.604 4

5 1.476 2.015 2.571 3.365 4.032 5

6 1.440 1.943 2.447 3.143 3.707 6

7 1.415 1.895 2.365 2.998 3.499 7

8 1.397 1.860 2.306 2.896 3.355 8

9 1.383 1.833 2.262 2.821 3.250 9

10 1.372 1.812 2.228 2.764 3.169 10

11 1.363 1.796 2.201 2.718 3.106 11

12 1.356 1.782 2.179 2.681 3.055 12

13 1.350 1.771 2.160 2.650 3.012 13

14 1.345 1.761 2.145 2.624 2.977 14

15 1.341 1.753 2.131 2.602 2.947 15

16 1.337 1.746 2.120 2.583 2.921 16

17 1.333 1.740 2.110 2.567 2.898 17

18 1.330 1.734 2.101 2.552 2.878 18

19 1.328 1.729 2.093 2.539 2.861 19

20 1.325 1.725 2.086 2.528 2.845 20

21 1.323 1.721 2.080 2.518 2.831 21

22 1.321 1.717 2.074 2.508 2.819 22

23 1.319 1.714 2.069 2.500 2.807 23

24 1.318 1.711 2.064 2.492 2.797 24

25 1.316 1.708 2.060 2.485 2.787 25

26 1.315 1.706 2.056 2.479 2.779 26

27 1.314 1.703 2.052 2.473 2.771 27

28 1.313 1.701 2.048 2.467 2.763 28

Continued

Values of t distribution
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m m
29 1.311 1.699 2.045 2.462 2.756 29

30 1.310 1.697 2.042 2.457 2.750 30

31 1.309 1.696 2.040 2.453 2.744 31

32 1.309 1.694 2.037 2.449 2.738 32

33 1.308 1.692 2.035 2.445 2.733 33

34 1.307 1.691 2.032 2.441 2.728 34

35 1.306 1.690 2.030 2.438 2.724 35

40 1.303 1.684 2.021 2.423 2.704 40

45 1.301 1.679 2.014 2.412 2.690 45

50 1.299 1.676 2.009 2.403 2.678 50

55 1.297 1.673 2.004 2.396 2.668 55

60 1.296 1.671 2.000 2.390 2.660 60

70 1.294 1.667 1.994 2.381 2.648 70

80 1.292 1.664 1.990 2.374 2.639 80

90 1.291 1.662 1.987 2.368 2.632 90

100 1.290 1.660 1.984 2.364 2.626 100

200 1.286 1.653 1.972 2.345 2.601 200

400 1.284 1.649 1.966 2.336 2.588 400

600 1.283 1.647 1.964 2.333 2.584 600

800 1.283 1.647 1.963 2.331 2.582 800

999 1.282 1.646 1.962 2.330 2.581 999

Values of t distribution (continued)

t0.10 t0.05 t0.025 t0.01 t0.005
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Appendix K

Statistical Tolerance Factors
for at Least 99 Percent of the Population

(“k-Values”)

One-sided tolerance
Confidence level

Two-sided tolerance
Confidence level

n 0.90 0.95 0.99 n 0.90 0.95 0.99

10 3.532 3.981 5.075 10 3.959 4.433 5.594

11 3.444 3.852 4.828 11 3.849 4.277 5.308

12 3.371 3.747 4.633 12 3.758 4.150 5.079

13 3.310 3.659 4.472 13 3.682 4.044 4.893

14 3.257 3.585 4.336 14 3.618 3.955 4.737

15 3.212 3.520 4.224 15 3.562 3.878 4.605

16 3.172 3.463 4.124 16 3.514 3.812 4.492

17 3.136 3.415 4.038 17 3.471 3.754 4.393

18 3.106 3.370 3.961 18 3.433 3.702 4.307

19 3.078 3.331 3.893 19 3.399 3.656 4.230

20 3.052 3.295 3.832 20 3.368 3.615 4.161

21 3.028 3.262 3.776 21 3.340 3.577 4.100

22 3.007 3.233 3.727 22 3.315 3.543 4.044

23 2.987 3.206 3.680 23 3.292 3.512 3.993

24 2.969 3.181 3.638 24 3.270 3.483 3.947

25 2.952 3.158 3.601 25 3.251 3.457 3.904

30 2.884 3.064 3.446 30 3.170 3.350 3.733

40 2.793 2.941 3.250 40 3.066 3.213 3.518

50 2.735 2.863 3.124 50 3.001 3.126 3.385
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Appendix L

Critical Values for the
Mann-Whitney Test

Value of n1

3 4 5 6 7 8 9 10

n2

4

Ml

6

6

7

7

8

8

9

Mr

18

21

23

26

28

31

33

Mr

12

28

32

35

38

41

44

Ml

11

12

12

13

14

15

16

Ml

18

19

20

21

22

14

Mr

37

41

45

49

53

56

Mr

52

56

61

65

70

Ml

26

28

29

31

32

Ml

37

39

41

43

Mr

68

73

78

83

Ml

49

51

54

Mr

87

93

98

Ml

63

66

Mr

108

114

Ml

79

Mr

131

5

6

7

8

9

10

One-tailed test with ` = 0.025 or two-tailed test with ` = 0.05
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Appendix M

Critical Values for 
Wilcoxon Signed Rank Test

n

7

8

9

10

11

12

13

1 tail 2 tail Wl Wr

0.01
0.025
0.05
0.1

0.005
0.01
0.025
0.05
0.1

0.005
0.01
0.025
0.05
0.1

0.005
0.01
0.025
0.05
0.1

0.005
0.01
0.025
0.05
0.1

0.005
0.01
0.025
0.05
0.1

0.005
0.01
0.025
0.05
0.1

0.02
0.05
0.1
0.2

0.01
0.02
0.05
0.1
0.2

0.01
0.02
0.05
0.1
0.2

0.01
0.02
0.05
0.1
0.2

0.01
0.02
0.05
0.1
0.2

0.01
0.02
0.05
0.1
0.2

0.01
0.02
0.05
0.1
0.2

0
2
4
6

0
2
4
6
8

2
3
6
8
11

3
5
8
11
14

5
7
11
14
18

7
10
14
17
22

10
13
17
21
26

28
26
24
32

36
34
32
30
28

43
42
39
37
34

52
50
47
44
41

61
59
55
52
48

71
68
64
61
56

81
78
74
70
65

Approx. ` value Critical value

n

14

15

16

17

18

19

20

1 tail 2 tail Wl Wr

0.005
0.01
0.025
0.05
0.1

0.005
0.01
0.025
0.05
0.1

0.005
0.01
0.025
0.05
0.1

0.005
0.01
0.025
0.05
0.1

0.005
0.01
0.025
0.05
0.1

0.005
0.01
0.025
0.05
0.1

0.005
0.01
0.025
0.05
0.1

0.01
0.02
0.05
0.1
0.2

0.01
0.02
0.05
0.1
0.2

0.01
0.02
0.05
0.1
0.2

0.01
0.02
0.05
0.1
0.2

0.01
0.02
0.05
0.1
0.2

0.01
0.02
0.05
0.1
0.2

0.01
0.02
0.05
0.1
0.2

13
16
21
26
31

16
20
25
30
37

19
24
30
36
42

23
28
35
41
49

28
33
40
47
55

32
38
46
54
62

37
43
52
60
70

92
89
84
79
74

104
100
95
90
83

117
112
106
100
94

130
125
118
112
104

143
138
131
124
116

158
152
144
136
128

173
167
158
150
140

Approx. ` value Critical value
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Appendix N

Poisson Distribution

Probability of x or fewer occurrences of an event

k↓ x→ 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

0.005 0.995 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.01 0.990 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.02 0.980 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.03 0.970 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.04 0.961 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.05 0.951 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.06 0.942 0.998 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.07 0.932 0.998 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.08 0.923 0.997 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.09 0.914 0.996 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.1 0.905 0.995 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.15 0.861 0.990 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.2 0.819 0.982 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.25 0.779 0.974 0.998 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.3 0.741 0.963 0.996 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.35 0.705 0.951 0.994 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.4 0.670 0.938 0.992 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.5 0.607 0.910 0.986 0.998 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.6 0.549 0.878 0.977 0.997 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.7 0.497 0.844 0.966 0.994 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.8 0.449 0.809 0.953 0.991 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.9 0.407 0.772 0.937 0.987 0.998 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

1 0.368 0.736 0.920 0.981 0.996 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

1.2 0.301 0.663 0.879 0.966 0.992 0.998 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

1.4 0.247 0.592 0.833 0.946 0.986 0.997 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

1.6 0.202 0.525 0.783 0.921 0.976 0.994 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

1.8 0.165 0.463 0.731 0.891 0.964 0.990 0.997 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

2 0.135 0.406 0.677 0.857 0.947 0.983 0.995 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Continued
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

2.2 0.111 0.355 0.623 0.819 0.928 0.975 0.993 0.998 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

2.4 0.091 0.308 0.570 0.779 0.904 0.964 0.988 0.997 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

2.6 0.074 0.267 0.518 0.736 0.877 0.951 0.983 0.995 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

2.8 0.061 0.231 0.469 0.692 0.848 0.935 0.976 0.992 0.998 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

3 0.050 0.199 0.423 0.647 0.815 0.916 0.966 0.988 0.996 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

3.2 0.041 0.171 0.380 0.603 0.781 0.895 0.955 0.983 0.994 0.998 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

3.4 0.033 0.147 0.340 0.558 0.744 0.871 0.942 0.977 0.992 0.997 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000

3.6 0.027 0.126 0.303 0.515 0.706 0.844 0.927 0.969 0.988 0.996 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000

3.8 0.022 0.107 0.269 0.473 0.668 0.816 0.909 0.960 0.984 0.994 0.998 0.999 1.000 1.000 1.000 1.000 1.000 1.000

4 0.018 0.092 0.238 0.433 0.629 0.785 0.889 0.949 0.979 0.992 0.997 0.999 1.000 1.000 1.000 1.000 1.000 1.000

4.5 0.011 0.061 0.174 0.342 0.532 0.703 0.831 0.913 0.960 0.983 0.993 0.998 0.999 1.000 1.000 1.000 1.000 1.000

5 0.007 0.040 0.125 0.265 0.440 0.616 0.762 0.867 0.932 0.968 0.986 0.995 0.998 0.999 1.000 1.000 1.000 1.000

5.5 0.004 0.027 0.088 0.202 0.358 0.529 0.686 0.809 0.894 0.946 0.975 0.989 0.996 0.998 0.999 1.000 1.000 1.000

6 0.002 0.017 0.062 0.151 0.285 0.446 0.606 0.744 0.847 0.916 0.957 0.980 0.991 0.996 0.999 0.999 1.000 1.000

6.5 0.002 0.011 0.043 0.112 0.224 0.369 0.527 0.673 0.792 0.877 0.933 0.966 0.984 0.993 0.997 0.999 1.000 1.000

7 0.001 0.007 0.030 0.082 0.173 0.301 0.450 0.599 0.729 0.830 0.901 0.947 0.973 0.987 0.994 0.998 0.999 1.000

7.5 0.001 0.005 0.020 0.059 0.132 0.241 0.378 0.525 0.662 0.776 0.862 0.921 0.957 0.978 0.990 0.995 0.998 0.999

8 0.000 0.003 0.014 0.042 0.100 0.191 0.313 0.453 0.593 0.717 0.816 0.888 0.936 0.966 0.983 0.992 0.996 0.998

8.5 0.000 0.002 0.009 0.030 0.074 0.150 0.256 0.386 0.523 0.653 0.763 0.849 0.909 0.949 0.973 0.986 0.993 0.997

9 0.000 0.001 0.006 0.021 0.055 0.116 0.207 0.324 0.456 0.587 0.706 0.803 0.876 0.926 0.959 0.978 0.989 0.995

9.5 0.000 0.001 0.004 0.015 0.040 0.089 0.165 0.269 0.392 0.522 0.645 0.752 0.836 0.898 0.940 0.967 0.982 0.991

10 0.000 0.000 0.003 0.010 0.029 0.067 0.130 0.220 0.333 0.458 0.583 0.697 0.792 0.864 0.917 0.951 0.973 0.986

10.5 0.000 0.000 0.002 0.007 0.021 0.050 0.102 0.179 0.279 0.397 0.521 0.639 0.742 0.825 0.888 0.932 0.960 0.978

Poisson distribution (continued)
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Appendix O

Binomial Distribution

Probability of x or fewer occurrences in a sample of size n

p

n x 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50

2 0 0.980 0.960 0.941 0.922 0.903 0.884 0.865 0.846 0.828 0.810 0.723 0.640 0.563 0.490 0.423 0.360 0.303 0.250

2 1 1.000 1.000 0.999 0.998 0.998 0.996 0.995 0.994 0.992 0.990 0.978 0.960 0.938 0.910 0.878 0.840 0.798 0.750

3 0 0.970 0.941 0.913 0.885 0.857 0.831 0.804 0.779 0.754 0.729 0.614 0.512 0.422 0.343 0.275 0.216 0.166 0.125

3 1 1.000 0.999 0.997 0.995 0.993 0.990 0.986 0.982 0.977 0.972 0.939 0.896 0.844 0.784 0.718 0.648 0.575 0.500

3 2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.999 0.999 0.997 0.992 0.984 0.973 0.957 0.936 0.909 0.875

4 0 0.961 0.922 0.885 0.849 0.815 0.781 0.748 0.716 0.686 0.656 0.522 0.410 0.316 0.240 0.179 0.130 0.092 0.063

4 1 0.999 0.998 0.995 0.991 0.986 0.980 0.973 0.966 0.957 0.948 0.890 0.819 0.738 0.652 0.563 0.475 0.391 0.313

4 2 1.000 1.000 1.000 1.000 1.000 0.999 0.999 0.998 0.997 0.996 0.988 0.973 0.949 0.916 0.874 0.821 0.759 0.688

4 3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.998 0.996 0.992 0.985 0.974 0.959 0.938

5 0 0.951 0.904 0.859 0.815 0.774 0.734 0.696 0.659 0.624 0.590 0.444 0.328 0.237 0.168 0.116 0.078 0.050 0.031

5 1 0.999 0.996 0.992 0.985 0.977 0.968 0.958 0.946 0.933 0.919 0.835 0.737 0.633 0.528 0.428 0.337 0.256 0.188

5 2 1.000 1.000 1.000 0.999 0.999 0.998 0.997 0.995 0.994 0.991 0.973 0.942 0.896 0.837 0.765 0.683 0.593 0.500

5 3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.998 0.993 0.984 0.969 0.946 0.913 0.869 0.813

5 4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.998 0.995 0.990 0.982 0.969

6 0 0.941 0.886 0.833 0.783 0.735 0.690 0.647 0.606 0.568 0.531 0.377 0.262 0.178 0.118 0.075 0.047 0.028 0.016

6 1 0.999 0.994 0.988 0.978 0.967 0.954 0.939 0.923 0.905 0.886 0.776 0.655 0.534 0.420 0.319 0.233 0.164 0.109

6 2 1.000 1.000 0.999 0.999 0.998 0.996 0.994 0.991 0.988 0.984 0.953 0.901 0.831 0.744 0.647 0.544 0.442 0.344

6 3 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.999 0.999 0.994 0.983 0.962 0.930 0.883 0.821 0.745 0.656

6 4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.998 0.995 0.989 0.978 0.959 0.931 0.891

6 5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.998 0.996 0.992 0.984

7 0 0.932 0.868 0.808 0.751 0.698 0.648 0.602 0.558 0.517 0.478 0.321 0.210 0.133 0.082 0.049 0.028 0.015 0.008

7 1 0.998 0.992 0.983 0.971 0.956 0.938 0.919 0.897 0.875 0.850 0.717 0.577 0.445 0.329 0.234 0.159 0.102 0.063

7 2 1.000 1.000 0.999 0.998 0.996 0.994 0.990 0.986 0.981 0.974 0.926 0.852 0.756 0.647 0.532 0.420 0.316 0.227

7 3 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.999 0.998 0.997 0.988 0.967 0.929 0.874 0.800 0.710 0.608 0.500

7 4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.995 0.987 0.971 0.944 0.904 0.847 0.773

7 5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.996 0.991 0.981 0.964 0.938

7 6 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.998 0.996 0.992
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n x 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50

8 0 0.923 0.851 0.784 0.721 0.663 0.610 0.560 0.513 0.470 0.430 0.272 0.168 0.100 0.058 0.032 0.017 0.008 0.004

8 1 0.997 0.990 0.978 0.962 0.943 0.921 0.897 0.870 0.842 0.813 0.657 0.503 0.367 0.255 0.169 0.106 0.063 0.035

8 2 1.000 1.000 0.999 0.997 0.994 0.990 0.985 0.979 0.971 0.962 0.895 0.797 0.679 0.552 0.428 0.315 0.220 0.145

8 3 1.000 1.000 1.000 1.000 1.000 0.999 0.999 0.998 0.997 0.995 0.979 0.944 0.886 0.806 0.706 0.594 0.477 0.363

8 4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.997 0.990 0.973 0.942 0.894 0.826 0.740 0.637

8 5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.996 0.989 0.975 0.950 0.912 0.855

8 6 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.996 0.991 0.982 0.965

8 7 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.998 0.996

9 0 0.914 0.834 0.760 0.693 0.630 0.573 0.520 0.472 0.428 0.387 0.232 0.134 0.075 0.040 0.021 0.010 0.005 0.002

9 1 0.997 0.987 0.972 0.952 0.929 0.902 0.873 0.842 0.809 0.775 0.599 0.436 0.300 0.196 0.121 0.071 0.039 0.020

9 2 1.000 0.999 0.998 0.996 0.992 0.986 0.979 0.970 0.960 0.947 0.859 0.738 0.601 0.463 0.337 0.232 0.150 0.090

9 3 1.000 1.000 1.000 1.000 0.999 0.999 0.998 0.996 0.994 0.992 0.966 0.914 0.834 0.730 0.609 0.483 0.361 0.254

9 4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.999 0.994 0.980 0.951 0.901 0.828 0.733 0.621 0.500

9 5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.997 0.990 0.975 0.946 0.901 0.834 0.746

9 6 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.996 0.989 0.975 0.950 0.910

9 7 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.996 0.991 0.980

9 8 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.998

10 0 0.904 0.817 0.737 0.665 0.599 0.539 0.484 0.434 0.389 0.349 0.197 0.107 0.056 0.028 0.013 0.006 0.003 0.001

10 1 0.996 0.984 0.965 0.942 0.914 0.882 0.848 0.812 0.775 0.736 0.544 0.376 0.244 0.149 0.086 0.046 0.023 0.011

10 2 1.000 0.999 0.997 0.994 0.988 0.981 0.972 0.960 0.946 0.930 0.820 0.678 0.526 0.383 0.262 0.167 0.100 0.055

10 3 1.000 1.000 1.000 1.000 0.999 0.998 0.996 0.994 0.991 0.987 0.950 0.879 0.776 0.650 0.514 0.382 0.266 0.172

10 4 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.999 0.998 0.990 0.967 0.922 0.850 0.751 0.633 0.504 0.377

10 5 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.999 0.994 0.980 0.953 0.905 0.834 0.738 0.623

Binomial distribution (continued)
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Appendix P

Exponential Distribution

X

00000.100000.00

48409.061590.01.0

37818.072181.02.0

28047.081952.03.0

23076.086923.04.0

35606.074393.05.0

18845.091154.06.0

95694.014305.07.0

33944.076055.08.0

75604.034395.09.0

88763.021236.01

78233.031766.01.1

91103.018896.02.1

35272.074727.03.1

06642.004357.04.1

31322.078677.05.1

09102.001897.06.1

86281.023718.07.1

03561.007438.08.1

75941.034058.09.1

43531.066468.02

64221.045778.01.2

08011.002988.02.2

62001.047998.03.2

27090.082909.04.2

80280.029719.05.2

72470.037529.06.2

Continued

Exponential distribution

Area to
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X

12760.097239.07.2

18060.091939.08.2

20550.089449.09.2

97940.012059.03

50540.059459.01.3

67040.042959.02.3

88630.021369.03.3

73330.036669.04.3

02030.008969.05.3

23720.086279.06.3

27420.082579.07.3

73220.036779.08.3

42020.067979.09.3

23810.086189.04

75610.034389.01.4

00510.000589.02.4

75310.034689.03.4

82210.027789.04.4

11110.098889.05.4

50010.059989.06.4

01900.009099.07.4

32800.077199.08.4

54700.055299.09.4

47600.062399.05

01600.009399.01.5

25500.084499.02.5

99400.010599.03.5

25400.084599.04.5

90400.019599.05.5

07300.003699.06.5

53300.056699.07.5

30300.079699.08.5

47200.062799.09.5

84200.025799.06

Exponential distribution (continued)

Area to
left of X

Area to
right of X
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Appendix Q

Median Ranks

n 1 2 3 4 5 6 7 8 9 10 11 12

1 0.500 0.292 0.206 0.159 0.130 0.109 0.095 0.083 0.074 0.067 0.061 0.056

2 0.708 0.500 0.386 0.315 0.266 0.230 0.202 0.181 0.163 0.149 0.137

3 0.794 0.614 0.500 0.422 0.365 0.321 0.287 0.260 0.237 0.218

4 0.841 0.685 0.578 0.500 0.440 0.394 0.356 0.325 0.298

5 0.870 0.734 0.635 0.560 0.500 0.452 0.412 0.379

6 0.891 0.770 0.679 0.606 0.548 0.500 0.460

7 0.905 0.798 0.713 0.644 0.588 0.540

8 0.917 0.819 0.740 0.675 0.621

9 0.926 0.837 0.763 0.702

10 0.933 0.851 0.782

11 0.939 0.863

12 0.944

n 13 14 15 16 17 18 19 20 21 22 23 24

1 0.052 0.049 0.045 0.043 0.040 0.038 0.036 0.034 0.033 0.031 0.030 0.029

2 0.127 0.118 0.110 0.104 0.098 0.092 0.088 0.083 0.079 0.076 0.073 0.070

3 0.201 0.188 0.175 0.165 0.155 0.147 0.139 0.132 0.126 0.121 0.115 0.111

4 0.276 0.257 0.240 0.226 0.213 0.201 0.191 0.181 0.173 0.165 0.158 0.152

5 0.351 0.326 0.305 0.287 0.270 0.255 0.242 0.230 0.220 0.210 0.201 0.193

6 0.425 0.396 0.370 0.348 0.328 0.310 0.294 0.279 0.266 0.254 0.244 0.234

7 0.500 0.465 0.435 0.409 0.385 0.364 0.345 0.328 0.313 0.299 0.286 0.275

8 0.575 0.535 0.500 0.470 0.443 0.418 0.397 0.377 0.360 0.344 0.329 0.316

9 0.649 0.604 0.565 0.530 0.500 0.473 0.448 0.426 0.407 0.388 0.372 0.357

10 0.724 0.674 0.630 0.591 0.557 0.527 0.500 0.475 0.453 0.433 0.415 0.398

11 0.799 0.743 0.695 0.652 0.615 0.582 0.552 0.525 0.500 0.478 0.457 0.439

12 0.873 0.813 0.760 0.713 0.672 0.636 0.603 0.574 0.547 0.522 0.500 0.480

Continued
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n 13 14 15 16 17 18 19 20 21 22 23 24

13 0.948 0.882 0.825 0.774 0.730 0.690 0.655 0.623 0.593 0.567 0.543 0.520

14 0.951 0.890 0.835 0.787 0.745 0.706 0.672 0.640 0.612 0.585 0.561

15 0.955 0.896 0.845 0.799 0.758 0.721 0.687 0.656 0.628 0.602

16 0.957 0.902 0.853 0.809 0.770 0.734 0.701 0.671 0.643

17 0.960 0.908 0.861 0.819 0.780 0.746 0.714 0.684

18 0.962 0.912 0.868 0.827 0.790 0.756 0.725

19 0.964 0.917 0.874 0.835 0.799 0.766

20 0.966 0.921 0.879 0.842 0.807

21 0.967 0.924 0.885 0.848

22 0.969 0.927 0.889

23 0.970 0.930

24 0.971

Median ranks (continued)
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Glossary

A

accelerated life testing—A technique in which units are tested at stress levels 
higher than they were designed for in an effort to cause failures sooner. 

accuracy—The closeness of agreement between a test result or measurement result 
and the true value.

alias—Effect that is completely confounded with another effect due to the nature 
of the designed experiment. Aliases are the result of confounding, which may 
or may not be deliberate.

` (alpha)—1: The maximum probability, or risk, of making a type I error when 
dealing with the significance level of a test. 2: The probability or risk of incor-
rectly deciding that a shift in the process mean has occurred when the process 
is unchanged (when referring to a in general or as the p-value obtained in the 
test). 3: a is usually designated as producer’s risk.

alternative hypothesis, Ha—A hypothesis that is accepted if the null hypothesis 
(H0) is rejected. Example 1: Consider the null hypothesis that the statistical 
model for a population is a normal distribution. The alternative hypothesis 
to this null hypothesis is that the statistical model of the population is not 
a  normal distribution. Note 1: The alternative hypothesis is a statement that 
 contradicts the null hypothesis. The corresponding test statistic is used to 
decide between the null and alternative hypotheses. Note 2: The alternative 
hypothesis can also be denoted H1, HA, or HA, with no clear preference as long 
as the symbolism parallels the null hypothesis notation.

analysis of covariance (ANCOVA)—A technique for estimating and testing the 
effects of treatments when one or more concomitant variables influence the 
response variable. Note: Analysis of covariance can be viewed as a combina-
tion of regression analysis and analysis of variance.

analysis of variance (ANOVA)—A technique to determine if there are statistically 
significant differences between group means by analyzing group variances.

Arrhenius model—A technique in accelerated life testing using relationships 
between temperature and failure rates.
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attribute—A countable or categorized quality characteristic that is qualitative 
rather than quantitative in nature. 

availability—The probability that a system or equipment is operating satisfacto-
rily at any point in time when used under stated conditions. The total time 
considered includes operating time, active repair time, administrative time 
and logistic time.

B

balanced design—A design where all treatment combinations have the same 
number of observations. If replication in a design exists, it would be balanced 
only if the replication was consistent across all the treatment combinations. 
In other words, the number of replicates of each treatment combination is the 
same.

balanced incomplete block (BIB) design—Incomplete block design in which each 
block contains the same number (k) of different levels from the (l) levels of the 
principal factor arranged so that every pair of levels occurs in the same num-
ber (l) of blocks from the b blocks. Note: This design implies that every level of 
the principal factor appears the same number of times in the experiment.

batch—A definite quantity of some product accumulated under conditions con-
sidered uniform, or accumulated from a common source. This term is some-
times synonymous with lot. 

a (beta)—The maximum probability, or risk, of making a type II error (see com-
ment on a (alpha). The probability or risk of incorrectly deciding that a shift 
in the process mean has not occurred when the process has changed. b is usu-
ally designated as consumer’s risk. See power curve.

bias—A systematic difference between the mean of a test result or measurement 
result and a true value.

BIB—See balanced incomplete block design.

bimodal—Having two distinct statistical modes.

binomial distribution—A two-parameter discrete distribution involving the 
mean m and the variance s 2, of the variable x with probability p, where p is a 
constant 0 ≤ p ≤ 1, and sample size n. Mean = np and variance = np(1 – p).

blemish—An imperfection that causes awareness but does not impair function 
or usage.

block—A collection of experimental units more homogeneous than the full set 
of experimental units. Blocks are usually selected to allow for special causes, 
in addition to those introduced as factors to be studied. These special causes 
may be avoidable within blocks, thus providing a more homogeneous experi-
mental subspace.
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block diagram (or reliability block diagram [RBD]) —A diagram that displays 
the relationships of components of a system whether in serial, parallel, or 
some other configuration. 

block effect—An effect resulting from a block in an experimental design. Exis-
tence of a block effect generally means that the method of blocking was appro-
priate and that an assignable cause has been found.

blocking—Method of including blocks in an experiment in order to broaden the 
applicability of the conclusions or to minimize the impact of selected assign-
able causes. The randomization of the experiment is restricted and occurs 
within blocks.

BX life—The time at which X percent of the units in a population will have failed. 
For example, if an item has a B10 life of 100 hours, that means that 10 percent 
of the population will have failed by 100 hours of operation. 

C

c (count)—The number of events (often nonconformities) of a given classification 
occurring in a sample of fixed size.

capability—Performance of a process demonstrated to be in a state of statistical 
control. See process capability and process performance. 

capability index—See process capability index.

cause—A cause is an identified reason for the presence of a symptom, defect, or 
problem. See effect.

chi square distribution (b 2 distribution)—A positively skewed distribution 
that varies with the degrees of freedom with a minimum value of zero. See 
 Appendix I.

chi square statistic (b 2 statistic)—A value obtained from the c 2 distribution at a 
given percentage point and specified degrees of freedom.

chi square test (b 2 test)—A statistic used in testing a hypothesis concerning the 
discrepancy between observed and expected results.

coefficient of determination (R2)—A measure of the part of the variance for one 
variable that can be explained by its linear relationship with another variable 
(or variables). The coefficient of determination is the square of the correlation 
between the observed y values and the fitted y values, and is also the fraction 
of the variation in y that is explained by the fitted equation. 

coefficient of variation (CV)—Measures relative dispersion. It is the standard 
deviation divided by the mean, and is commonly reported as a percentage. 

complete block—Block that accommodates a complete set of treatment 
combinations.
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completely randomized design—A design in which the treatments are assigned 
at random to the full set of experimental units. No blocks are involved in a 
completely randomized design.

completely randomized factorial design—A factorial design in which all the 
treatments are assigned at random to the full set of experimental units. See 
completely randomized design.

concomitant variable—A variable or factor that cannot be accounted for in the 
data analysis or design of the experiment but whose effect on the results 
should be accounted for.

confidence coefficient (1 – ` )—See confidence level.

confidence interval—A confidence interval is an estimate of the interval between 
two statistics that includes the true value of the parameter with some 
probability. 

confidence level (confidence coefficient) (1 – ` )—The probability that the con-
fidence interval described by a set of confidence limits actually includes the 
population parameter.

confidence limits—The endpoints of the interval about the sample statistic that is 
believed, with a specified confidence level, to include the population param-
eter. See confidence interval.

confounding—Indistinguishably combining an effect with other effects or 
blocks. 

consumer’s risk (a )—Probability of acceptance when the quality level has a value 
stated by the acceptance sampling plan as unsatisfactory. Note 1: Such accep-
tance is a type II error. Note 2: Consumer’s risk is usually designated as b 
(beta).

continuous distribution—Distribution where data is from a continuous scale. 
Examples of continuous scales are the normal, t, and F distributions.

continuous scale—A scale with a continuum of possible values. Note: A continu-
ous scale can be transformed into a discrete scale by grouping values, but this 
leads to some loss of information. 

control plan—A document describing the system elements to be applied to con-
trol variation of processes, products, and services in order to minimize devia-
tion from their preferred values.

correlation—Correlation measures the linear association between two variables. 
It is commonly measured by the correlation coefficient, r. See also regression 
analysis.

correlation coefficient (r)—A number between –1 and 1 that indicates the degree 
of linear relationship between two sets of numbers.

covariance—Measures the relationship between pairs of observations from two 
variables.
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Cp (process capability index)—Index describing process capability in relation to 
specified tolerance of a characteristic divided by a measure of the length of the 
reference interval for a process in a state of statistical control.

Cpk (minimum process capability index)—Smaller of CpkU
 (upper process capa-

bility index) and CpkL
 (lower process capability index).

CpkL
 (lower process capability index; CpL

)—Index describing process capability in 
relation to the lower specification limit.

CpkU
 (upper process capability index; CpU

)—Index describing process capability 
in relation to the upper specification limit.

critical to quality (CTQ)—Characteristic of a product or service that is essential 
to ensure customer satisfaction.

critical value—The numerical values of the test statistic that determine the rejec-
tion region.

CTQ—See critical to quality. 

cube point—In a design, experimental runs that are in the corner points of the 
design space. In general, a factorial design consists of cube points only. They 
also exist in fractional factorial designs and some central composite designs.

cumulative frequency distribution—The sum of the frequencies accumulated up 
to the upper boundary of a class in the distribution. 

cumulative sum chart (CUSUM chart)—The CUSUM control chart calculates the 
cumulative sum of deviations from target to detect shifts in the level of the 
measurement. 

CV—See coefficient of variation.

D

defect—Nonfulfillment of a requirement related to an intended or specified use.

defective (defective unit)—Unit with one or more defects. 

defects per million opportunities (DPMO)—Measure of capability for discrete 
(attribute) data found by dividing the number of defects by the opportuni-
ties for defects times one million. It allows for comparison of different types 
of product.

defects per unit (DPU)—Measure of capability for discrete (attribute) data found 
by dividing the number of defects by the number of units.

degrees of freedom (m, df )—In general, the number of independent comparisons 
available to estimate a specific parameter, which serves as a means of entering 
certain statistical tables.

demerit—A weighting assigned to a classification of an event or events to provide 
a means of obtaining a weighted quality score.
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dependability—Measure of the degree to which an item is operable and capable 
of performing its required function at any (random) time during a specified 
mission profile, given item availability at the start of the mission

dependent variable—See response variable.

design of experiments (DOE; DOX)—The arrangement in which an experimen-
tal program is to be conducted, including the selection of factor combinations 
and their levels.

design resolution—See resolution.

design space—The multi-dimensional region of possible treatment combinations 
formed by the selected factors and their levels. 

designated imperfection (D)—A category of imperfection that, because of the 
type and/or magnitude or severity, is to be treated as an event for control 
purposes.

deviation (measurement usage)—The difference between a measurement and its 
stated value or intended level.

discrete distribution—Probability distribution where data is from a discrete 
scale. Examples of discrete distributions are the binomial and Poisson distri-
butions. Attribute data involve discrete distributions.

discrete scale—A scale with only a set or sequence of distinct values. Examples: 
Defects per unit, events in a given time period, types of defects, number of 
orders on a truck.

discrimination—See resolution.

dispersion—A term synonymous with variation.

dispersion effect—Influence of a single factor on the variance of the response 
variable.

DOE—See design of experiments.

dot plot—A plot of a frequency distribution where the values are plotted on the 
x-axis. The y-axis is a count. Each time a value occurs, the point is plotted 
according to the count for the value.

DOX—See design of experiments.

durability—Measure of useful life.

E

EDA—See exploratory data analysis.

effect—The result of taking an action; the expected or predicted impact when an 
action is to be taken or is proposed. An effect is the symptom, defect, or prob-
lem. See cause.
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effect (design of experiments usage)—A relationship between factor(s) and a 
response variable(s). Specific types include main effect, dispersion effect, or 
interaction effect.

element—See unit.

event—An occurrence of some attribute or outcome. In the quality field, events 
are often nonconformities.

evolutionary operation (EVOP)—A sequential form of experimentation con-
ducted in production facilities during regular production. The range of varia-
tion of the factors is usually quite small in order to avoid extreme changes in 
settings, so it often requires considerable replication and time. 

EVOP—See evolutionary operation.

experiment space—See design space.

experimental error—Variation in the response variable beyond that accounted 
for by the factors, blocks, or other assignable sources in the conduct of the 
experiment.

exploratory data analysis (EDA)—Exploratory data analysis isolates patterns and 
features of the data and reveals these forcefully to the analyst.

Eyring model—A model used in accelerated life testing using temperature as the 
accelerant.

F

F1,m2—F test statistic. See F test.

F1,m2,`—Critical value for F test. See F test.

F distribution—A continuous distribution that is a useful reference for assessing 
the ratio of independent variances. See Appendices F, G, and H for the actual 
values of the distribution.

F test—A statistical test that uses the F distribution. It is most often used when 
dealing with a hypothesis related to the ratio of independent variances. 

factor—Predictor variable that is varied with the intent of assessing its effect on 
the response variable.

factor level—See level.

factorial design—Experimental design consisting of all possible treatments 
formed from two or more factors, each being studied at two or more levels. 
When all combinations are run, the interaction effects as well as main effects 
can be estimated. 

failure—The inability, because of defect(s), of an item, product, or service to per-
form its required functions as needed. 

failure mechanism—The physical, chemical, or mechanical process that caused 
the defect or failure.
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failure mode—The type of defect contributing to a failure.

failure rate—The number of failures per unit time (for equal time intervals). 

first quartile (Q1 or lower quartile)—One quarter of the data lies below. See 
quartiles. 

fixed factor—A factor that only has a limited number of levels that are of 
interest.

fixed model—A model that contains only fixed factors.

flowchart—A basic quality tool that uses graphical representation for the steps in 
a process. Effective flowcharts include decisions, inputs, outputs, as well as 
process steps. 

fractional factorial design—Experimental design consisting of a subset (fraction) 
of the factorial design. 

frequency—Number of occurrences or observed values in a specified class, 
 sample, or population.

frequency distribution—A set of all the various values that individual obser-
vations may have and the frequency of their occurrence in the sample or 
population.

G

gage R&R study—A type of measurement system analysis done to evaluate the 
performance of a test method or measurement system. Such a study quantifies 
the capabilities and limitations of a measurement instrument, often estimat-
ing its repeatability and reproducibility. 

Gaussian distribution—See normal distribution.

generator—In experimental design, a generator is used to determine the level of 
confounding and the pattern of aliases in a fractional factorial design.

geometric distribution—Case of the negative binomial distribution where c = 1 (c 
is integer parameter). The geometric distribution is a discrete distribution.

Gopertz model—Use in calculating reliability growth.

H

H0—See null hypothesis.

H1—See alternative hypothesis.

HA—See alternative hypothesis.

Hawthorne effect—The effect in an experiment that occurs when humans per-
form better than they normally would because they are being measured or 
observed. 

hazard rate—Instantaneous failure rate at some specified time t.
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histogram—A plot of a frequency distribution in the form of rectangles (cells) 
whose bases are equal to the class interval and whose areas are proportional 
to the frequencies.

hypothesis—Statement about a population to be tested. See null hypothesis, alterna-
tive hypothesis, and hypothesis testing.

hypothesis testing—A statistical hypothesis is a conjecture about a population 
parameter. There are two statistical hypotheses for each situation—the null 
hypothesis (H0) and the alternative hypothesis (Ha). The null hypothesis pro-
poses that there is no difference between the population of the sample and the 
specified population; the alternative hypothesis proposes that there is a dif-
ference between the sample and the specified population. 

I

i—See moving average.

independent variable—See predictor variable.

inherent process variation—Variation in a process when the process is operating 
in a state of statistical control. 

input variable—Variable that can contribute to the variation in a process.

interaction effect—Effect for which the apparent influence of one factor on the 
response variable depends upon one or more other factors. Existence of an 
interaction effect means that the factors can not be changed independently of 
each other.

interaction plot—Plot providing the average responses at the combinations of lev-
els of two distinct factors.

intercept—See regression analysis.

interquartile range (IQR)—The middle 50 percent of the data obtained by 
Q3–Q1.

IQR—See interquartile range.

isolated lot—A unique lot or one separated from the sequence of lots in which it 
was produced or collected.

isolated sequence of lots—Group of lots in succession but not forming part of a 
larger sequence or produced by a continuing process. 

K

Kaplan-Meier estimator—Used to approximate unreliability for probability 
plotting.

kurtosis—A measure of peakedness or flattening of a distribution near its center 
in comparison to the normal.
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L

k (lambda)—Failure rate. 

Latin square design—A design involving three factors in which the combination 
of the levels of any one of them with the levels of the other two appears once 
and only once. 

least squares, method of—A technique of estimating a parameter that mini-
mizes the sum of the difference squared, where the difference is between the 
observed value and the predicted value (residual) derived from the model.

level—Potential setting, value, or assignment of a factor or the value of the predic-
tor variable.

level of significance—See significance level.

linear regression coefficients—The numbers associated with each predictor vari-
able in a linear regression equation that tells how the response variable changes 
with each unit increase in the predictor variable. See regression analysis.

linear regression equation—A function that indicates the linear relationship 
between a set of predictor variables and a response variable. See regression 
analysis.

linearity (general sense)—The degree to which a pair of variables follows a 
straight-line relationship. Linearity can be measured by the correlation 
coefficient.

linearity (measurement system sense)—The difference in bias through the range 
of measurement. A measurement system that has good linearity will have 
a constant bias no matter the magnitude of measurement. If one views the 
relation between the observed measurement result on the y-axis and the true 
value on the x-axis, an ideal measurement system would have a line of slope 
= 1.

Lloyd-Lipow model—Used in reliability growth when fatigue is the major cause 
of failure.

lognormal distribution—If log x is normally distributed, it is a lognormal distri-
bution. See normal distribution.

M

main effect—Influence of a single factor on the mean of the response variable.

main effects plot—Plot giving the average responses at the various levels of indi-
vidual factors.

maintainability—Measure of the ability of an item to be retained or restored to 
specified condition when maintenance is performed by personnel having 
specified skill levels, using prescribed procedures and resources at each pre-
scribed level of maintenance and repair.
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mean life—The arithmetic average of the lifetimes of all items considered. A life-
time may consist of time between malfunctions, time between repairs, time to 
removal or replacement of parts, or any other desired interval of observation.

mean time between failures (MTBF)—Average time between failure events. The 
mean number of life units during which all parts of the item perform within 
their specified limits, during a particular measurement interval under stated 
conditions.

mean time to failure (MTTF)—Measure of system reliability for nonrepairable 
items: The total number of life units of an item divided by the total number 
of failures within that population, during a particular measurement interval 
under stated conditions. Expectation of the time to failure.

mean time to repair (MTTR)—Measure of maintainability: The sum of corrective 
maintenance times at any specific level of repair, divided by the total number 
of failures within an item repaired at that level, during a particular interval 
under stated conditions.

means, tests for—Testing for means includes computing a confidence interval 
and hypothesis testing by comparing means to a population mean (known or 
unknown) or to other sample means. 

median—The value for which half the data is larger and half is smaller. The 
median provides an estimator that is insensitive to very extreme values in a 
data set, whereas the average is affected by extreme values. Note: For an odd 
number of units, the median is the middle measurement; for an even number 
of units, the median is the average of the two middle units.

meta-analysis—Use of statistical methods to combine the results of multiple stud-
ies into a single conclusion.

midrange—(Highest value + Lowest value)/2.

mistake-proofing—The use of process or design features to prevent manufacture 
of nonconforming product.

mixture design—A design constructed to handle the situation in which the pre-
dictor variables are constrained to sum to a fixed quantity, such as propor-
tions of ingredients that make up a formulation or blend.

model—Description relating the response variable to predictor variable(s) and 
including attendant assumptions.

moving average—Let x1, x2, . . . denote individual observations. The moving aver-
age of span w at time i:

M
x x x

wi
i i i w=
+ + +− − +1 1...

MTBF—See mean time between failures.
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MTTF—See mean time to failure.

MTTR—See mean time to repair.

l (mu)—See population mean.

multimodal—More than one mode. 

multiple linear regression—See regression analysis.

multivariate control chart—A variables control chart that allows plotting of more 
than one variable. These charts make use of the T 2 statistic to combine infor-
mation from the dispersion and mean of several variables.

N

negative binomial distribution—A two-parameter, discrete distribution.

noise factor—In robust parameter design, a noise factor is a predictor variable 
that is hard to control or is not desired to control as part of the standard exper-
imental conditions. 

nominal scale—Scale with unordered, labeled categories, or a scale ordered by 
convention. 

normal distribution (Gaussian distribution) —A continuous, symmetrical, bell-
shaped frequency distribution for variables that is the basis for the control 
charts for variables. 

null hypothesis, H0—The hypothesis that there is no difference (null) between the 
population of the sample and the specified population (or between the popu-
lations associated with each sample). The null hypothesis can never be proved 
true, but it can be shown (with specified risks of error) to be untrue; that is, 
that a difference exists between the populations. Example: in a random sam-
ple of independent random variables with the same normal distribution with 
unknown mean and unknown standard deviation, a typical null hypothesis 
for the mean m is that the mean is less than or equal to a given value m0. The 
hypothesis is written as: H0 = m ≤ m0.

O

OC curve—See operating characteristic curve.

ogive—A type of graph that represents the cumulative frequencies for the classes 
in a frequency distribution.

1 – `—See confidence level.

1 – a—The power of testing a hypothesis is 1 – b. It is the probability of correctly 
rejecting the null hypothesis, H0. 
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one-tailed test—A hypothesis test that involves only one of the tails of a distribu-
tion. Example: We wish to reject the null hypothesis H0 only if the true mean 
is larger than m0.

H0: m = m0 

Ha: m < m0 

 A one-tailed test is either right-tailed or left-tailed, depending on the direction 
of the inequality of the alternative hypothesis.

operating characteristic curve (OC curve) —A curve showing the relationship 
between the probability of acceptance of product and the incoming quality 
level for a given acceptance sampling plan. 

ordinal scale—Scale with ordered labeled categories.

orthogonal design—A design in which all pairs of factors at particular levels 
appear together an equal number of times. 

outlier—An extremely high or an extremely low data value compared to the rest 
of the data values. Great caution must be used when trying to identify an 
outlier.

output variable—Variable representing the outcome of the process.

P

parameter—A constant or coefficient describing some characteristic of a popula-
tion (examples: standard deviation, mean).

Pareto chart—A graphical tool based on the Pareto principle for ranking causes 
from most significant to least significant. 

Pareto principle—The principle, named after 19th century economist Vilfredo 
Pareto, suggests that most effects come from relatively few causes; that is, 
about 80 percent of the effects come from about 20 percent of the possible 
causes.

parts per million (PPM or ppm)—One part per million (or one part per 106).

Pearson’s correlation coefficient—See correlation coefficient.

percentile—Division of the data set into 100 equal groups

Poisson distribution—The Poisson distribution describes occurrences of isolated 
events in a continuum of time or space. It is a one-parameter, discrete distribu-
tion depending only on the mean.

pooled standard deviation—A standard deviation value resulting from some 
combination of individual standard deviation values. 

population—Entire set (totality) of units, quantity of material, or observations 
under consideration. A population may be real and finite, real and infinite, or 
completely hypothetical. See sample.
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population mean (l )—The true mean of the population, represented by m (mu). 
The sample mean, x–, is a common estimator of the population mean. 

population standard deviation—See standard deviation.

population variance—See variance.

power—Equivalent to one minus the probability of a type II error (1 – b ). A higher 
power is associated with a higher probability of finding a statistically signifi-
cant difference. Lack of power usually occurs with smaller sample sizes. 

power curve—The curve showing the relationship between the probability 
(1 – b ) of rejecting the hypothesis that a sample belongs to a given popu-
lation with a given characteristic(s) and the actual population value of that 
characteristic(s).

Pp (process performance index)—Index describing process performance in rela-
tion to specified tolerance: 

P
U L

p = −
6s

 s is used for standard deviation instead of s since both random and special 
causes may be present. Note: A state of statistical control is not required. 

Ppk (minimum process performance index)—Smaller of upper process perfor-
mance index and lower process performance index. 

PpkL (lower process performance index or PPL
)—Index describing process perfor-

mance in relation to the lower specification limit. For a symmetrical normal 
distribution:

P
L

pkL
= −x

s3

 where s is defined under Pp.

PPM (or ppm)—See parts per million.

predicted value—The prediction of future observations based on the formulated 
model.

prediction interval—Similar to a confidence interval. It is an interval based on 
the predicted value that is likely to contain the values of future observa-
tions. It will be wider than the confidence interval because it contains bounds 
on individual observations rather than a bound on the mean of a group of 
observations.

predictor variable—Variable that can contribute to the explanation of the outcome 
of an experiment.
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probability distribution—A function that completely describes the probabilities 
with which specific values occur. The values may be from a discrete scale or 
a continuous scale.

probability plot—Plot of ranked data versus the sample cumulative frequency on 
a special vertical scale. The special scale is chosen (that is, normal, lognormal, 
and so on) so that the cumulative distribution is a straight line.

process—A series of steps that work together to a common end. It consists of inter-
related resources and activities to transform inputs into outputs. A process 
can be graphically represented using a flowchart.

process capability—Calculated inherent variability of a characteristic of a prod-
uct. It represents the best performance of the process over a period of stable 
operations. 

process capability index—A single-number assessment of ability to meet speci-
fication limits on the quality characteristic(s) of interest. The indices compare 
the variability of the characteristic to the specification limits. Three basic pro-
cess capability indices are Cp, Cpk, and Cpm.

process control—Process management focused on fulfilling process require-
ments. Process control is also the methodology for keeping a process within 
boundaries and minimizing the variation of a process.

process performance—Statistical measure of the outcome of a characteristic from 
a process that may not have been demonstrated to be in a state of statistical 
control.

process performance index—A single-number assessment of ability to meet spec-
ification limits on the quality characteristic(s) of interest. The indices compare 
the variability of the characteristic to the specification limits. Three basic pro-
cess capability indices are Pp, Ppk, and Ppm.

process quality—A statistical measure of the quality of product from a given pro-
cess. The measure may be an attribute (qualitative) or a variable (quantitative). 
A common measure of process quality is the fraction or proportion of noncon-
forming units in the process.

producer’s risk (` )—The probability of non-acceptance when the quality level 
has a value stated by the acceptance sampling plan as acceptable.

proportions, tests for—Tests for proportions include the binomial distribution. 
The standard deviation for proportions is given by

s
p p

n
=

−( )1

 where p is the population proportion and n is the sample size.
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p-value—Probability of observing the test statistic value or any other value at least 
as unfavorable to the null hypothesis. 

Q

Q1—See first quartile.

qualitative data—See attribute data.

quality—Degree to which a set of inherent characteristics fulfils requirements. 

quality management—Coordinated activities to direct and control an organiza-
tion with regard to quality. Such activities generally include establishment of 
the quality policy, quality objectives, quality planning, quality control, quality 
assurance, and quality improvement.

quartiles—Division of the distribution into four groups, denoted by Q1 (first quar-
tile), Q2(second quartile), and Q3 (third quartile). Note that Q1 is the same as 
the 25th percentile, Q2 is the same as the 50th percentile and the median, and 
Q3 corresponds to the 75th percentile.

R

r—See correlation coefficient.

R—See range.

R
–
 (pronounced r-bar)—The average range calculated from the set of subgroup 

ranges under consideration. See range.

R2—See coefficient of determination.

R chart—See range chart.

random cause—Source of process variation that is inherent in a process over time. 
Also called common cause or chance cause.

random sampling—Sampling where a sample of n sampling units is taken from a 
population in such a way that each of the possible combinations of n sampling 
units has a particular probability of being taken.

random variation—Variation from random causes.

randomization—Process used to assign treatments to experimental units so that 
each experimental unit has an equal chance of being assigned a particular 
treatment.

randomized block design—Experimental design consisting of b blocks with t 
treatments assigned via randomization to the experimental units within each 
block. 

range (R)—A measure of dispersion that is the absolute difference between the 
highest and lowest value in a given subgroup: R = highest observed value – 
lowest observed value. 
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range chart (R chart)—A variables control chart that plots the range of a sub-
group to detect shifts in the subgroup range. See range (R).

rational subgroup—Subgroup wherein the variation is presumed to be only from 
random causes.

redundancy—The existence of more than one means for accomplishing a given 
function. Each means of accomplishing the function need not necessarily be 
identical.

regression—See regression analysis.

regression analysis—A technique that uses predictor variable(s) to predict the 
variation in a response variable. Regression analysis uses the method of least 
squares to determine the values of the linear regression coefficients and the 
corresponding model. 

rejection region—The numerical values of the test statistic for which the null 
hypothesis will be rejected.

relative frequency—Number of occurrences or observed values in a specified 
class divided by the total number of occurrences or observed values.

reliability—The probability that an item can perform its intended function for a 
specified interval under stated conditions. 

repairability—The probability that a failed system will be restored to operable 
condition in a specified active repair time.

replicate—A single repetition of the experiment. See also replication.

replication—Performance of an experiment more than once for a given set of pre-
dictor variables. Each of the repetitions of the experiment is called a replicate. 
Replication differs from repeated measures in that it is a repeat of the entire 
experiment for a given set of predictor variables, not just a repeat of measure-
ments on the same experiment.

representative sample—Sample that by itself or as part of a sampling system or 
protocol exhibits characteristics and properties of the population sampled. 

reproducibility—Precision under conditions where independent measurement 
results are obtained with the same method on identical measurement items 
with different operators using different equipment.

residual analysis—Method of using residuals to determine appropriateness of 
assumptions made by a statistical method. 

residual plot—A plot used in residual analysis to determine appropriateness of 
assumptions made by a statistical method. 

residuals—The difference between the observed result and the predicted value 
(estimated treatment response) for that based on an empirically determined 
model.
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resolution—1. The smallest measurement increment that can be detected by the 
measurement system. 2. In the context of experimental design, resolution 
refers to the level of confounding in a fractional factorial design. For example, 
in a resolution ΙΙΙ design, the main effects are confounded with the two-way 
interaction effects.

response surface design—A design intended to investigate the functional rela-
tionship between the response variable and a set of predictor variables. It is 
generally most useful when the predictor variables are continuous.

response surface methodology—A methodology that uses design of experiments, 
regression analysis, and optimization techniques to determine the best rela-
tionship between the response variable and a set of predictor variables. 

response variable—Variable representing the outcome of an experiment.

resubmitted lot—A lot that previously has been designated as not acceptable and 
that is submitted again for acceptance inspection after having been further 
tested, sorted, reprocessed, and so on. 

risk, consumer’s (a )—See consumer’s risk, b.

risk, producer’s (` )—See producer’s risk, a .

robust—A characteristic of a statistic or statistical method. A robust statistical 
method still gives reasonable results even though the standard assumptions 
are not met. A robust statistic is unchanged by the presence of unusual data 
points or outliers.

robust parameter design—A design that aims at reducing the performance vari-
ation of a product or process by choosing the setting of its control factors to 
make it less sensitive to the variability from noise factors.

root cause analysis—The process of identifying causes. Many systems are avail-
able for analyzing data to ultimately determine the root cause.

RSM—See response surface methodology.

S

s—See standard deviation.

s2—See variance.

sample—A group of units, portions or material, or observations taken from a 
larger collection of units, quantity of material, or observations, that serves to 
provide information that may be used for making a decision concerning the 
larger quantity (the population).

sample mean—The sample mean (or average) is the sum of random variables in a 
random sample divided by the number in the sum. 

sample size (n)—Number of sampling units in a sample. 

sample standard deviation—See standard deviation.
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sample variance—See variance.

sampling interval—In systematic sampling, the fixed interval of time, output, 
running hours, and so on, between samples.

sampling plan (acceptance sampling usage) —A specific plan that states the 
 sample size(s) to be used and the associated criteria for accepting the lot. Note: 
the sampling plan does not contain the rules on how to take the sample.

scatter plot or diagram—A plot of two variables, one on the y-axis and the other 
on the x-axis. The resulting graph allows visual examination for patterns to 
determine if the variables show any relationship or if there is just random 
“scatter.” This pattern or lack thereof aids in choosing the appropriate type of 
model for estimation. 

serviceability—The ease or difficulty with which equipment can be repaired.

r (sigma)—See standard deviation.

r 2 (sigma square)—See variance.

r x– (sigma x-bar)—The standard deviation (or standard error) of  x–. 

r̂  (sigma-hat)—In general, any estimate of the population standard deviation. 
There are various ways to get this estimate depending on the particular 
application. 

signal—An indication on a control chart that a process is not stable or that a shift 
has occurred. Typical indicators are points outside control limits, runs, trends, 
cycles, patterns, and so on.

significance level—Maximum probability of rejecting the null hypothesis when 
in fact it is true. Note: the significance level is usually designated by a and 
should be set before beginning the test. 

Six Sigma—A methodology that provides businesses with the tools to improve 
the capability of their business processes. 

skewness—A measure of symmetry about the mean. For the normal distribution, 
skewness is zero since it is symmetric.

slope—See regression analysis.

special cause—Source of process variation other than inherent process variation.

specification limit(s)—Limiting value(s) stated for a characteristic. See tolerance.

spread—A term sometimes synonymous with variation or dispersion.

stable process—A process that is predictable within limits; a process that is subject 
only to random causes. (This is also known as a state of statistical control.)

standard deviation—A measure of the spread of the process output or the spread 
of a sampling statistic from the process. When working with the population, 
the standard deviation is usually denoted by s (sigma). When working with a 
sample, the standard deviation is usually denoted by s. 
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standard error—The standard deviation of a sample statistic or estimator. When 
dealing with sample statistics, we either refer to the standard deviation of the 
sample statistic or to its standard error.

standard error of predicted values—A measure of the variation of individual pre-
dicted values of the dependent variable about the population value for a given 
value of the predictor variable. This includes the variability of individuals 
about the sample line about the population line. It measures the variability of 
individual observations and can be used to calculate a prediction interval.

statistic—A value calculated from or based on sample data (for example, a sub-
group average or range), used to make inferences about the process that pro-
duced the output from which the sample came. A quantity calculated from a 
sample of observations, most often to form an estimate of some population 
parameter. 

statistical measure—A statistic or mathematical function of a statistic.

statistical thinking—A philosophy of learning and action based on the funda-
mental principles: 

• All work occurs in a system of interconnected processes.

• Variation exists in all processes.

• Understanding and reducing variation are keys to success.

statistical tolerance interval—Interval estimator determined from a random sam-
ple so as to provide a specified level of confidence that the interval covers at 
least a specified proportion of the sampled population.

T

t distribution—A theoretical distribution widely used in practice to evaluate the 
sample mean when the population standard deviation is estimated from the 
data. Also known as Student’s t distribution.

Taguchi design—See robust parameter design.

target value—Preferred reference value of a characteristic stated in a 
specification.

temperature–humidity model—Used in accelerated life testing when tempera-
ture and humidity are the major accelerants.

temperature–nonthermal models—Used in accelerated life testing when temper-
ature and another factor are the major accelerants.

test statistic—A statistic calculated using data from a sample. It is used to deter-
mine whether the null hypothesis will be rejected.

testing—A means of determining the ability of an item to meet specified require-
ments by subjecting the item to a set of physical, chemical, environmental, or 
operating actions and conditions.
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time series—Sequence of successive time intervals.

tolerance—Difference between upper and lower specification limits.

tolerance limits—See specification limit(s).

transformation—A reexpression of the data aimed toward achieving normality.

treatment—The specific setting of factor levels for an experimental unit.

true value—A value for a quantitative characteristic that does not contain any 
sampling or measurement variability. (The true value is never exactly known; 
it is a hypothetical concept.)

t-test—A test of significance that uses the t distribution to compare a sample sta-
tistic to a hypothesized population mean or to compare two means. 

2n factorial design—Factorial design in which n factors are studied, each of them 
at exactly two levels.

two-tailed test—A hypothesis test that involves two tails of a distribution. 
 Example: we wish to reject the null hypothesis H0 if the true mean is within  
minimum and maximum (two tails) limits.

H0: m = m0 

Ha: m ≠ m0

type I error—The probability or risk of rejecting a hypothesis that is true. This 
probability is represented by a (alpha). See operating characteristic curve and 
producer’s risk.

type II error—The probability or risk or accepting a hypothesis that is false. This 
probability is represented by b (beta). See power curve and consumer’s risk.

U

uncertainty—A parameter that characterizes the dispersion of the values that 
could reasonably be attributed to the particular quantity subject to measure-
ment or characteristic. Uncertainty indicates the variability of the measured 
value or characteristic that considers two major components of error: 1) bias 
and 2) the random error from the imprecision of the measurement process.

unique lot—Lot formed under conditions peculiar to that lot and not part of a 
routine sequence.

unit—A quantity of product, material, or service forming a cohesive entity on 
which a measurement or observation can be made.

universe—A group of populations, often reflecting different characteristics of the 
items or material under consideration.
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V

variance—A measure of the variation in the data. When working with the entire 
population, the population variance is used; when working with a sample, the 
sample variance is used. 

variances, tests for—A formal statistical test based on the null hypothesis that 
the variances of different groups are equal. Many times in regression analy-
sis a formal test of variances is not done. Instead, residual analysis checks the 
assumption of equal variance across the values of the response variable in the 
model. 

variation—Difference between values of a characteristic. Variation can be mea-
sured and calculated in different ways—such as range, standard deviation, or 
variance. Also known as dispersion or spread.

W

warning limits—There is a high probability that the statistic under consideration 
is in a state of statistical control when it is within the warning limits (gener-
ally 2s ) of a control chart. 
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A
accelerated life tests, 168–71
achieved availability, 195
activity network diagram (AND), 14
alternative hypothesis (Ha), 71
American Society for Quality (ASQ), Code of 

Ethics, 32–33, 241–242 (Appendix B)
analysis of variance (ANOVA), in DOE, 

119–20
AND gates, 227
ARINC allocation method, in reliability 

prediction, 156–57
Arrhenius model

in accelerated life testing, 169–70
in degradation testing, 186

attribute charts, 59–60
attribute data, 206

in reliability testing, 163–64
attribute testing, 183–86
Automotive Industry Action Group (AIAG), 

rules for SPC, 59
availability, 19–20, 189–203

achieved, 195
analyses, 196–203
definition, 190–91
inherent, 194–95
planning, 190–91
tradeoffs, 194–95

B
balanced designs, in DOE, 112–13
bathtub curve, 22–23
Bayes’s theorem, system model using, 140–41
Bayesian analysis, 140
Bayesian technique, 92–94
beta testing, 10–11
bias, of estimator, 61
binomial distribution, 48–50

table (Appendix O), 268–69
blocking, in DOE, 108

Body of Knowledge, Reliability Engineer 
Certification (Appendix A), 232–40

burn-in testing, 182
BX life, metric, 130

C
c chart, 59–60
cause-and-effect diagram, 216
censored data, 18–20
central limit theorem, 38
central tendency, measures of, 36
chi square distribution, table (Appendix I), 

259–60 
chi square goodness-of-fit test, 81–84
Code of Ethics, ASQ, 32–33, 241–42 

(Appendix B)
combinations, in probability, 44–45
combined environmental reliability testing 

(CERT), 166–67
common cause variation, 59
complementation rule, in probability, 39
compliance testing, 161, 164, 177–82
computer aided design (CAD), in 

prototyping, 9
conditional probability, 41
conditions, as component of reliability, 2
confidence intervals, 64–70

for population proportion, 69–70
for population standard deviation, 69

confounding, of effects, in DOE, 113–15
consistency, of estimator, 63
consumer’s risk (b ), 91–92
contingency tables, in probability, 40–41
continuous data, 206
control chart, 58–60, 211
control charts, constants for (Appendix D), 

244
control factors, 105
control limits, 58

constants for (Appendix D), 244
formulas (Appendix C), 243
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corrective action, 33–34, 216–19
corrective maintenance (CM), 190

analysis, 199–200
cost(s)

planning, lifecycle, 8
and product lifecycle, 22–25

critical path method (CPM), 14–15
critical value(s), in hypothesis testing, 72
cumulative distribution function (CDF)

for binomial distribution, 49–50
for exponential distribution, 51–52
for Poisson distribution, 51
for Weibull distribution, 53

customer needs assessment, 9–11

D
data

censored, 18–20
types of, 206

data analysis, tools, 223–30
data collection, 206–10

methods, 208
data management, 209–10
data sources, 207
data summarization, 211–15
data use, 211–22
database, user groups, 209
degradation testing, 186
demonstration reliability testing, 177–82
dependability, 20
derating, methods and principles, 128
design

fault tree analysis in, 101–2
FMEA in, 98–100
FMECA in, 100–101
reliability in, 95–131

design evaluation, in reliability program 
management, 25–27

design failure mode and effects analysis 
(DFMEA), 99

design for assembly, 124
design for cost, 125
design for manufacturability, 125
design for reliability, 125
design for testability, 125
design for X (DFX), 124–25
design of experiments (DOE), 104–23
design requirements, management, 27–28
design techniques, for reliability, 96–125
development

reliability in, 95–131
testing, 168–76

discrete data, 206
dispersion, measures of, 36–37

distributions
descriptive characteristics of, 57–58
maintenance time, 196–98

Duane model, of reliability growth, 173–75

E
education, in reliability program, 21
effectiveness, measures of, 219–22
efficiency, of estimator, 61–62
environmental stress screening (ESS), 26, 182
error

type I, 91 
type II, 91–92

error-proofing, techniques, 33–34
ethics, in product safety and liability, 31–33
evaluation, post-production, in reliability 

program, 21
expected value, 36
experimental error, 104
experiments, planning and organizing, 106–7
exponential distribution, 51–52

table (Appendix P), 270–71
Eyring model, in accelerated life testing, 

170–71

F
F distribution

F0.01 (Appendix H), 255–58
F0.05 (Appendix G), 251–54
F0.1 (Appendix F), 247–50
left tail of, 81

factor, in DOE, 104, 105
failure analysis, tools, 223–30
failure consequence management, 7
failure data, 206

four types of, 18–19
failure mode and effects analysis (FMEA), 

223–25
in design, 98–100

failure mode effects and criticality analysis 
(FMECA), 225–26

in design, 100–101
failure rate, 19, 129

point estimate for, 63–64
failure reporting, analysis, and corrective 

action system (FRACAS), 26, 229–30
false alarm rate, 201
fault detection capability, 201
fault injection, in software testing, 175
fault isolation capability, 201
fault tree analysis, 226–28

in design, 101–2
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fixed-time test plans, 178–81
Ford, Henry, 9
fractional factorial experiments, two-level, in 

DOE, 120
full-factorial experiments, in DOE, 118–20

G
Gantt chart, 13–14
general addition rule, in probability, 39
general multiplication rule, in probability, 

42
goals, of reliability program, 21
goodness-of-fit hypothesis tests, 81–84
Government–Industry Data Exchange 

Program (GIDEP), 134

H
hazard function, 212
hazards, safety, identification of, 33
highly accelerated life testing (HALT), 160, 

165, 171–73, 182
highly accelerated stress audit (HASA), 183
highly accelerated stress screening (HASS), 

161, 165, 182–83
histogram, 220
house of quality, 10
human factors reliability, 123–24
hypothesis testing, 71–92

terminology, 71–72
hypothesis tests

for means, 72–75
for means of two populations, 75–77
for measuring effectiveness, 220–22
nonparamatric, 87–90
for proportions, 84–87
for two population standard deviations, 

79–80

I
idiot-proofing, techniques, 33–34
IEC 61123-1997 Compliance Plans for Success 

Ratio, 177
IEC 61124-2006 Compliance Testing for Constant 

Failure Rate, 177–78
in control process, 58
independence, in probability, 42–43
inherent availability, 194–95
inner/outer arrays design, in DOE, 122–23

installation factors, and reliability, 123–24
Institute for Electrical and Electronic 

Engineers (IEEE), 134
interaction effects, in DOE, 110–12
interval estimate, of parameter, 61–64
interval-censored data, 19, 64, 206
Ishikawa diagram, 216

K
k out of n system model. See m out of n 

system model
Kruskal-Wallis hypothesis test, 87–89
kurtosis, of distribution, 58
k-values, table (Appendix K), 263

L
Latin square design, 116
left-censored data, 19, 206
levels, in DOE, 104
liability management, 7
life tests, 160–61, 165–66
lifecycle cost planning, 8
load sharing model, of reliability, 144–45
lognormal distribution, 56–57

in maintenance time modeling, 196–98

M
m out of n system model, 139–40
main effects, in DOE, 109–10
maintainability, 20, 189–203

analyses, 196–203
apportionment/allocation, 192–94
planning, 190–91

maintenance strategies, 191–92
maintenance time distributions, 196–98
management

of design requirements, 27–28
failure consequence, 7
liability, 7
parts, 126–31
project, 13–16
reliability, 1–34
reliability program, 17–29
strategic, 2–16
of systems, 126–31

management strategies, for maintainability 
and availability, 190–95

Mann-Whitney test, critical values for 
(Appendix L), 264

margin of error, 66
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Markov analysis, in reliability modeling, 
148–50

material control, 127–28
material selection, 127–28
maximum likelihood estimate, 62
mean, 36

hypothesis tests for, 72–75
mean active maintenance time (MAMT), 195
mean downtime (MDT), 195
mean life, 17
mean time between failures (MTBF), 17–18, 

19, 20, 129, 191
mean time between maintenance actions 

(MTBMA), 195
mean time to failure (MTTF), 17–18, 19, 20, 

52, 129
in reliability prediction, 154–55

mean time between repairs (MTBR), 130
mean time between unplanned maintenance 

action (MTBUMA), 130
mean time to repair (MTTR), 19, 20, 191, 200

allocation, in maintainability, 193–94
measures of central tendency, 36
measures of dispersion, 36–37
measures of effectiveness, 219–22
median, 36
median ranks, table (Appendix Q), 272
metrics, training, 29
MIL-HDBK-217, 151–52
MIL-HDBK-472, 193, 200
MIL-HDBK-781, 177
Minitab, rules for SPC, 59
mistake-proofing, techniques, 33–34
mode, 36
Monte Carlo simulation, in reliability 

modeling, 146–47

N
NASA (National Aeronautics and Space 

Administration), 27
needs assessment, customer, 9–11
noise factors, in DOE, 104, 105
nonparametric hypothesis tests, 87–90
normal distribution, 54–56

areas under (Appendix E), 245–46
np chart, 59
null hypothesis (H0), 71

O
one-factor experiments, in DOE, 115–18
one-tailed hypothesis test, 71
operating characteristic (OC) curve, 177–78

operational availability, 195
OR gates, 227

voting, 228–29
out of control process, 58

P
p chart, 59
paired-comparison hypothesis tests, 77–79
parallel modes, in parts management, 126
parallel system, 137–38
parameter

definition, 38
interval estimate of, 61–64
point estimate of, 61–64

part count predictions, 151–53
part stress analysis, 151–53
parts management, 126–31
parts reduction, 126
parts selection, 126–31
parts standardization, 126
permutations, in probability, 45–46
point estimates

for failure rate, 63–64
of parameter, 61–64

Poisson distribution, 50–51
table (Appendix N), 266–67

poka-yoke, 34
population, 37–38
population proportion, confidence intervals 

for, 69–70
population standard deviation, 37

confidence intervals for, 69
posterior probability, 93
power law model, in accelerated life testing, 

170–71
practical significance, versus statistical 

significance, 91
predictive maintenance, 192
preventive action, 33–34, 216–19
preventive maintenance (PM), 20, 190, 191–92

analysis, 198–99
prior probability, 93
probability

basic concepts, 38–46
as component of reliability, 21
conditional, 41
definition, 36
for reliability, 35–94
rules, summary, 43–44

probability density function (PDF), 211
for binomial distribution, 49
for exponential distribution, 51
for lognormal distribution, 156
for normal distribution, 54–55
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for Poisson distribution, 50
for Weibull distribution, 53

probability distributions, 47–58
continuous, 47, 51–58
discrete, 47, 48–51

probability ratio sequential test (PRST), 
181–82

process design, in reliability program, 21
process development, reliability in, 6–7
process failure mode and effects analysis 

(PFMEA), 99–100
process management factors, and reliability, 

124
producer’s risk (a ), 91
product design, in reliability program, 21
product development

reliability in, 6–7
tests, 162

product liability, and safety, 30–34
product lifecycle, 22–24

and costs, 22–25
three stages of, 22

product reliability acceptance testing 
(PRAT), 182

product safety, and liability, 30–34
product testing, 177–87
production reliability acceptance tests, 27
program evaluation and review technique 

(PERT), 15
project management, 13–16
proportions, hypothesis tests for, 84–87
prototyping, 9

Q
qualification reliability testing, 177–82
quality, interrelationships with reliability, 

3–4
quality engineering, versus reliability 

engineering, 3–4
quality function deployment (QFD)

in customer needs assessment, 10–11
matrix, 10, 27–28

R
random, definition, 36
random sample, 37–38
randomization, in DOE, 107–8
range, 36–37
rapid prototyping, 9
raw as possible (RAP) principle, in parts 

management, 126
rejection region, in hypothesis testing, 72

reliability
definition, 2
in design and development, 95–131
design techniques, 96–125
four key components, 2
human factors, 123–24
interrelationships with quality, 3–4
metric, 129
in product and process development, 6–7
training programs, 28–29

reliability acceptance tests, 163
reliability apportionment/allocation, 155–57
reliability block diagrams, 135–46
reliability data, sources of, 134–35
reliability development/growth tests, 27
reliability engineer, role in product safety 

and liability, 30–31
Reliability Engineer Certification Body of 

Knowledge (Appendix A), 232–40
reliability engineering

benefits of, 2–3
versus quality engineering, 3–4
for software products, 24–25

reliability function, (formula), 212
reliability function, role of in organization, 

5–6
reliability growth testing, 173–75
reliability management, 1–34
reliability metrics, 129–30

key, 211–12
reliability modeling, 134–50

special case, 139–44
reliability models, 135–46
reliability performance tests, 163
reliability prediction methods, for repairable 

and nonrepairable devices, 154–55
reliability predictions, 151–57

advantages and limitations of, 153–54
reliability program, elements of, 20–21
reliability program management, 17–29

terminology, 17–20
reliability qualification tests, 27
reliability test plan, elements of, 160–62
reliability test planning, 160–67
reliability testing, 159–87

types and applications of, 162–66
reliability verification tests, 163
reliability-centered maintenance, 192
repairable systems, 190
replication, in DOE, 104, 105
required function, as component of 

reliability, 2
requirements, reliability program, 21
resolution, in DOE, 113–15
resolution III designs, in DOE, 115
resolution IV designs, in DOE, 115
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resolution V designs, in DOE, 115
response variable, in DOE, 104
right-censored data, 19, 63, 206
risk analysis, in safety program, 33
risk priority number (rpn), 99, 223–25
robust design, approaches, 104–23

terminology, 104
robustness, concepts, 121–23

S
SAEJ1739 Potential Failure Mode and Effects 

Analysis, 100
safety hazards, identification of, 33
safety program, system, 33–34
sample, definition, 37
sample mean, 38
sample standard deviation, 37
sample variance, 37
sampling error, 64, 91
scatter diagrams, 217–19
sequential test plans, 181–82
series model (constant failure rate), 143–44
series system, 135–37
series–parallel system model, 138–39, 142
service interval, metric, 130
signal-to-noise (S/N) ratio, 121–22
significance, in reliability modeling, 140
significance level, 91–92
simulation techniques, in reliability 

modeling, 146–50
skewness, of distribution, 57–58
software products, reliability engineering 

for, 24–25
software testing, 175–76, 186–87
spare parts strategy, 201–3
special addition rule, in probability, 39
special cause variation, 58
special multiplication rule, 42–43
specification(s)

establishing, 129–31
reliability metric as, 130–31

standard deviation, 37
standard normal curve, areas under 

(Appendix E), 245–46
standby redundant systems, in reliability 

modeling, 145–46
stated conditions, as component of 

reliability, 2
statistic, definition, 38
statistical independence, 42
statistical inference, 61–94
statistical interval estimates, 64–70
statistical process control (SPC), 58–60

statistical significance, versus practical 
significance, 91

statistical terms, 36–38
statistical tolerance factors, for at least 99 

percent of population (Appendix K), 
263

statistical tolerance intervals, 70
statistical tolerancing, 103
statistics

basic concepts, 36–60
for reliability, 35–94

step-stress testing, 171–73
strategic management, 2–16
stress screening, 182–83
stress-life relationships, 128
stress–strength analysis, 97–98
structural testing, of software, 175
success tree analysis, 228–29
system reliability, 136–37
system reliability models

dynamic, 144–46
static, 135–39

system safety program, 33–34
systems management, 126–31

T
t distribution, values of (Appendix J), 

261–62
Taguchi, Genichi, 121, 122
test, analyze, and fix (TAAF), 173
test environment, considerations, 166–67
test plans

fixed-time, 178–81
sequential, 181–82

test statistic, 72
testability, system requirements, 201
time, as component of reliability, 2
tolerance, in design, 102–4
tools, project management, 13–16
training, in reliability program, 21, 28–29

deployment, 29
metrics, 29

treatment, in DOE, 104, 105
truth table method, of reliability modeling, 

142–43
t-test

for one population mean, 74
for two population means, 77–79

Tukey’s quick compact two-sample 
hypothesis test, 86

two-level fractional factorial experiments, in 
DOE, 120

two-tailed hypothesis test, 71
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type I error, 91
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U
u chart, 59–60
use factors, and reliability, 96, 123
user groups, database, 209

V
validation, in reliability program, 21
variables charts, 60
variables data, 206

in reliability testing, 164
variation

common cause, 58
special cause, 58

verification, in reliability program, 21

voice of the customer (VOC), 9, 10
voting OR gates, 228–29

W
Weibull distribution, 53–54

plotting, 213–15
Weibull reliability function, 215
white box testing, of software, 175
Wilcoxon signed rank test for population 

mean, 89–90
critical values for (Appendix M), 265

worst-case analyses, in design, 102–4

Z
zero failure test, 184–85
zero quality control (ZQC), techniques, 
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1

Certified Reliability Engineer—
Study Questions

PART I: RELIABILITY MANAGEMENT

 1. Reliability engineering primarily aims to

 a. improve the reliability of data

 b. improve the useful lifetime of products

 c. reduce the number of nonconformities

 d. maintain control of processes

 2. MTBF would be used instead of MTTF if

 a. the product is repairable

 b. the product is rejected based on a binomial decision

 c. the product has a constant failure rate

 d. the failure is based on a measurable variable rather than an attribute

 3. In general the quality engineering function differs from the reliability 
engineering function in that

 a. quality engineering tends to rely on mathematics and statistics more than 
reliability engineering does

 b. reliability engineering uses smaller samples than quality engineering

 c. quality engineering places more emphasis on market forces

 d. reliability engineering tends to focus on a longer time frame

 e. quality engineering is more concerned with gage accuracy 
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4. Reliability engineering involvement in process and product development
should consist of

a. providing reliability estimates to the design team from the earliest
design stages

b. testing and analyzing the reliability of units as they leave the
production process

c. receiving copies of various designs

d. providing the design team with information on competitors’ models

5. A reliability statement should have the following four parts:

a. probability, time, function, conditions

b. probability, test parameters, environment, reliability

c. function, failure rate, useful life, conditions

d. environment, failure rate, MTBF/MTTF, function

e. useful life, probability, MTBF/MTTF, test environment

6. One way that reliability engineering can impact organizational liability is

a. reliability testing and analysis provide information regarding suggested
component replacement times

b. failure rates can be maintained in confidential files

c. series designs with nonindependent failure rates provide protection
against lawsuits

d. reliability data can be used to deflect customer complaints

7. Lifecycle costs

a. apply primarily to biological products

b. do not include maintenance costs

c. are of minimal concern to reliability engineers

d. include initial purchase price

8. QFD (quality function deployment) is

a. an international standard maintained in the United States by NIST (National
Institute of Standards and Technology)

b. used to provide project status reports

c. helpful in linking customer requirements with design features

d. used to provide criteria for use in reliability audits
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 9. If the QFD matrix (“house of quality”) shows a negative co-relationship between 
two technical requirements, that means

 a. as one improves the other gets worse

 b. there is no correlation between the two technical requirements

 c. costs and quality are in conflict

 d. competitors have products on both sides of the technical requirement

 10. Gantt and PERT charts are used

 a. to display defect locations on a part or component

 b. to display locations on a process diagram where defects may occur

 c. to list potential reliability problems

 d. to plan and manage projects

 e. none of the above

 11. On a critical path method (CPM) project chart the critical path refers to

 a. the path that will provide the safest product

 b. the path on which fewest crises will occur

 c. the path that will require the maximum time

 d. the set of activities for which any increase in time required results in an 
increase in total project time

 e. the path that will likely receive the most criticism

 12. A repairable product has a failure rate of 0.00028 failures/hour, so it can be 
concluded that

 a. MTTF is about 28,000 hours

 b. MTTF is about 3600 hours

 c. the product is in the burn-in phase

 d. the product is in the wear-out phase

 e. none of the above

 13. A company has warranted its monitors for 3000 hours of service. The monitors 
have a constant failure rate and have a MTTF of 20,000 hours. About what percent 
of the monitors are functioning at the end of the warranty period?

 a. 86%

 b. 92%

 c. 1.16%

 d. 36.8%

 e. None of the above
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 14. A repairable product with a constant failure rate of 0.0028 failures per hour has 
mean time to repair of 11.6 hours. Find its availability.

 a. 0.85

 b. 0.88

 c. 0.92

 d. 0.97

 e. 0.99

PART II: PROBABILITY AND STATISTICS FOR RELIABILITY

 1. Which words best fill the blanks in this statement: “A _______ is a value 
obtained from a sample and a ______ is a value obtained from a population.”

 a. mean, average

 b. parameter, statistic

 c. standard deviation, variance

 d. statistic, parameter

 2. If the probability of event X is 0.25 and the probability of event Y is 0.35, then the 
probability of event (X or Y) is

 a. 0.10

 b. 0.0875

 c. 0.60

 d. not enough information is given to determine the answer

 3. The central limit theorem (CLT) states that

 a. the mean of the distribution of sample means is smaller than the 
population mean

 b. the standard deviation of the distribution of sample means is smaller than 
the standard deviation of the population

 c. the variance of the distribution of sample means is larger than the variance 
of the population

 d. the mean of the population is equal to the variance of the distribution of 
sample means

Use the following contingency table for problems II.4 through II.11.

  X Y

 A 24 31

 B 13 66
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Use these answers for problems II.4 through II.11

a. 0.44

b. 0.51

c. 0.27

d. 0.65

e. 0.18

f. 1.00

g. 0.41

h. 0

4. P(X) =

5. P(A) =

6. P(X or Y) =

7. P(X or A) =

8. P(X & Y) =

9. P(X & A) =

 10. P(X|A) = 

 11. P(A|X) =

 12. A product’s time to failure has a Weibull distribution with b = 1.18 and h = 3000.
Find the approximate reliability of the product at 500 hours.

a. 0.97

b. 1.02

c. 0.92

d. 0.99

e. 0.89

f. None of the above

 13. Events X and Y are independent. P(X) = 0.25 and P(Y) = 0.35. Find P(X & Y).

a. 0.605

b. 0.0875

c. 0.250

d. 0.5125
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 14. Events X and Y are independent. P(X) = 0.25 and P(Y) = 0.35. 

 a. Find P(X or Y).

 b. 0.605

 c. 0.0875

 d. 0.250

 e. 0.5125

PART III: RELIABILITY IN DESIGN AND DEVELOPMENT

 1. Perform a stress–strength analysis to compute the reliability using the 
following data.

 Mean Standard deviation

Strength 126 10

Stress 92 12

 a. .985

 b. .977

 c. .955

 d. .928

 2. When the stress–strength analysis results in an unacceptable reliability value 
the design team could improve it by

 a. increasing stress

 b. increasing strength

 c. decreasing strength

 d. increasing standard deviation for stress or strength

 3. Two competing designs, A and B, have been developed and a DFMEA has been 
conducted on a particular failure. Use the following data to decide on the best 
design, other things being equal:

  A B

 O 5 8

 S 8 2

 D 4 9

 a. A

 b. B

 c. Neither
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 4. A fault tree analysis (FTA) typically generates a 

 a. set of statistical data

 b. diagram showing a hierarchy of causes

 c. report on relative costs of design options

 d. pro/con list for a particular plan of action

 5. A full-factorial experiment has two factors and each factor has three levels. 
How many runs does the experiment have?

 a. 6

 b. 8

 c. 9

 d. 12

 6. A full-factorial experiment has two factors, and each factor has three levels. The 
results are displayed in the table below. 

 # A B R

 1 1 1 27

 2 1 2 22

 3 1 3 19

 4 2 1 28

 5 2 2 26

 6 2 3 20

 7 3 1 29

 8 3 2 24

 9 3 3 20

 Which level for factor B produces the largest value for the response?

 a. Level 1

 b. Level 2

 c. Level 3

 d. None of the above

 7. A principle caveat when using fractional factorial instead of full-factorial 
experimental designs is

 a. randomization is more important

 b. measurements are more critical

 c. blocking is more difficult

 d. confounding is more likely

 e. more time is required
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8. A noise factor in a designed experiment is a factor that

a. distracts the machine operator

b. is not controlled

c. produces unexpected results

d. can’t be analyzed due to interaction

9. The table below shows a half fraction of a two-level three-factor experiment.

 # A B C

 1 – – +

 2 – + –

 3 + – –

 4 + + +

Which interaction is confounded with factor A?

a. A × B

b. B × C

c. A × C

d. A × B × C

 10. Derating is

a. a technique designed to cause early failures

b. the practice of removing rating values from labels

c. a procedure used in lathe operations in which feeds and/or speeds are reduced

d. none of the above

PART IV RELIABILITY MODELING AND PREDICTIONS

1. A characteristic of a series system model is

a. lowest reliability of any system model

b. simplest of any system model

c. fewest number of components of any system model

d. all of the above

2. The system reliability of an active redundant or parallel system

a. is greater than the reliability of any subsystem

b. is equal to the reliability of the “best” subsystem

c. decreases as more redundant subsystems are added to the system

d. increases if the subsystem with the lowest reliability is removed
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3. If all the subsystems in a series system have a constant failure rate, then

a. the failure rate of the system is constant

b. the failure rate of the system will increase as more subsystems are
added

c. the failure rate of the system is the sum of the subsystem failure rates

d. all of the above

4. A system has three subsystems with a reliability of R. System success requires
that at least two of the subsystems operate. The system reliability can be
calculated as

a. 3R3 – 2R2

b. 2R3 – 3R2

c. 3R2 – 2R3

d. 2R2 – 3R3

5. A system has four subsystems each with reliability of R. System success requires
that at least two of the subsystems operate. The system reliability could best be
calculated using

a. cut set theory

b. Monte Carlo technique

c. binomial probability theory

d. theory of constraints

6. Four subsystems have the following reliabilities: R A = RB = .90 and
RC = RD = .95. The four subsystems are connected as shown. What is the
system reliability?

A

B

C

D

a. .98978

b. .98753

c. .98542

d. .98325



10 Certified Reliability Engineer—Study Questions

 7. A standby redundant system uses two identical units. The failure rate of each unit 
is 0.0007 failures per hour. What is the system reliability for 200 hours. (Assume 
the sensing and switching reliability is 0.9.)

 a. .991

 b. .983

 c. .979

 d. .965

 8. The data source used for most reliability predictions of electronic equipment is

 a. MIL-STD-781

 b. MIL-HDBK-785

 c. MIL-HDBK-217

 d. MIL-STD-105

 9. One method of reliability prediction, called the parts count method, assumes

 a. all components are in series

 b. all components have a constant failure rate

 c. all components fail independently of each other

 d. all of the above

 10. To place confidence limits on a prediction

 a. the chi square distribution is used

 b. the F distribution is used

 c. the t distribution is used

 d. a prediction is probabilistic, therefore confidence does not apply

 11. Four subsystems have the following predicted failure rates:

l1 = .0015 failures/hr., l2 = .002 failures/hr., 
l3 = .0022 failures/hr., and l4 = .003 failures/hr.

  What is the predicted system MTBF if the subsystems are connected in series?

 a. 115 hours

 b. 330 hours

 c. 665 hours

 d. 1950 hours
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 12. A parallel system has three subsystems each with a reliability of R. The system 
reliability can be calculated as

 a. 3R

 b. R3

 c. 1 – (1 – R)3.

 d. 1 – (1 – R3)

PART V: RELIABILITY TESTING

 1. When is highly accelerated stress screening (HASS) usually performed?

 a. When early prototypes of engineering models are available.

 b. When final prototypes of engineering models are available.

 c. When first production units are available.

 d. When units produced periodically during production are available.

 e. On each unit before delivery to customers.

 2. Use the Arrhenius model to calculate the acceleration factor when the temperature 
is increased from its normal value of 100°F to 130°F. Assume that the activation 
energy for the failure mode under study is 1.0 eV and that the same failure modes 
occurred at the two temperature values.

 a. One day of testing is equivalent to six days of use.

 b. One day of testing is equivalent to eight days of use.

 c. One day of testing is equivalent to 10 days of use.

 d. One day of testing is equivalent to 12 days of use.

 3. When is HALT testing usually performed?

 a. When early prototypes of engineering models are available.

 b. When final prototypes of engineering models are available.

 c. When first production units are available.

 d. When units produced periodically during production are available.

 e. On each unit before delivery to customers.
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 4. A vessel is designed for use at 120 psi. A team wants to determine at what point it 
has reliability of 99 percent, that is, it wants to find x so that R(x) = 0.99. When the 
team applies 350 psi to a sample of 100 units, the first fails at 1075 hours. The team 
then applies 500 psi to another sample of 100 units and the first unit fails at 321 
hours. Use the power law to find x.

 a. 2.1 years

 b. 4.6 years

 c. 5.5 years

 d. 7.6 years

 5. The following test data were accumulated during three successive design cycles:

  Number  Test time per Number of qm

 Cycle of units unit, hours failures (Cumulative MTTF)

 1 50 1000 18 _____________

 2 50 1000 12 _____________

 3 50 1000 6 _____________

 a. 2778, 3333, and 4167

 b. 2778, 4167, and 8333

 c. 55.6, 83, and 167

 d. 55.6, 66.7, and 83

 6. Use the Duane growth rate model to calculate the growth rate at the end of 
cycle 2 for the data in problem #5.

 a. 0.60

 b. 0.58

 c. 0.46

 d. 0.26

 7. In software testing the method known as fault injection is used to

 a. aid in estimating the number of errors in a program or module

 b. determine the suitability of a piece of software for use on a particular 
platform

 c. test the modularization of the program 

 d. detect inappropriate use of global parameters
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 8. The best way to improve software reliability is to

 a. use good quality hardware

 b. triple check each module for errors

 c. begin with a complete set of clear specifications

 d. carefully adhere to the project time schedule
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 9. For the operating characteristic (OC) curve shown above, the value of customer or 
consumer risk is shown as 

 a. x

 b. y

 c. z

 d. none of the above

 10. For the operating characteristic (OC) curve in problem V.9, the value of producer 
risk is shown as 

 a. x

 b. y

 c. z

 d. none of the above

PART VI: MAINTAINABILITY AND AVAILABILITY
 1. Which of the following is usually used when accelerating the test time for solid 

state electronics using increased temperature?

 a. Plank’s law

 b. Arrhenius equation

 c. Inverse power lay

 d. Miner’s rule
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 2. The purpose of HALT testing is to 

 a. measure the reliability of production units

 b. improve the reliability during the design phase

 c. detect a shift in the production process

 d. verify conformance to customer reliability specifications 

 3. During HALT testing, the stress is increased

 a. to the maximum specified limits of the product

 b. beyond the maximum specified limits

 c. to the limits of expected customer use

 d. to the limits that are included within plus or minus three standard 
deviations of the expected use

 4. The purpose of HASS testing is to 

 a. improve the reliability of the design

 b. measure the product reliability

 c. reduce early-life failures in the field

 d. all of the above

 5. CERT can be used in

 a. HALT testing

 b. HASS testing

 c. reliability life testing

 d. all of the above

 6. A sequential life test

 a. will give better results than a fixed-time test

 b. is easier to perform than a fixed-time test

 c. can be used only if the product end-of-life is known

 d. will on the average require less time than a fixed-time test 

PART VII: DATA COLLECTION AND USE

 1. When a test is terminated before all units fail, the resulting data are known as

 a. right censored

 b. left censored

 c. interval data
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 2. A team is studying the relationship between humidity and stain penetration. 
They look at data collected over the last three years and calculate the coefficient 
of linear correlation to be 1.38. This shows that 

 a. there is an error in the calculation

 b. an increase in humidity causes an increase in stain penetration

 c. an increase in humidity causes a decrease in stain penetration

 d. none of the above 

 3. A team is studying the relationship between humidity and stain penetration. 
They look at data collected over the last three years and calculate the coefficient 
of linear correlation to be .95. This shows that 

 a. there is an error in the calculation

 b. an increase in humidity causes an increase in stain penetration

 c. an increase in humidity causes a decrease in stain penetration

 d. none of the above 

 4. When conducting an FMEA the rpn value is calculated using the formula 
rpn = S × O × D. The symbols S, O and D stand for

 a. sensitivity, occurrence, detection

 b. severity, occurrence, detection

 c. severity, operable, detection

 d. severity, occurrence, development

 5. In a fault tree analysis (FTA) an AND gate has four inputs and one output. Three 
of the input events occur. Therefore:

 a. there is a .75 probability that the output event occurs

 b. the output event will occur

 c. the AND gate is closed

 d. none of the above

 6. In a fault tree analysis (FTA) an AND gate has four inputs and one output. All 
four of the input events occur. Therefore:

 a. there is a .75 probability that the output event occurs

 b. the output event will occur

 c. the AND gate is closed

 d. none of the above
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 7. An inspector records the number of broken threads in a 12-inch by 12-inch sample 
of cloth. The inspector is recording

 a. qualitative data

 b. discrete data

 c. continuous data

 d. none of the above

 8. An inspector records the number of broken threads in a 12-inch by 12-inch sample 
of cloth. The inspector is recording

 a. qualitative data

 b. attribute data

 c. variables data

 d. none of the above

 9. Scatter diagrams help detect possible

 a. correlation

 b. experimental error

 c. interaction

 d. interference 

ANSWERS

Part I

 1. b

 2. a

 3. d

 4. a

 5. a

 6. a

 7. d

 8. c

 9. a

 10. d

 11. d

 12. e: MTBF is about 3600 hours
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 13. a: R 3000 0 86
1

20000
3000

( ) = ≈
−⎛

⎝⎜
⎞
⎠⎟e .

 
14. d: A =

+
MTBF

MTBF MTTR

Part II

 1. d

 2. d:  Can’t determine the answer without information about the value of the 
probability of event (X&Y)

 3. b

 4. c

 5. g

 6. f

 7. b

 8. h

 9. e

 10. a

 11. d

 12. e: R( ) ( / ) .

500 500 3000 1 18

= −e

 13. b:  Since the events are independent. the special multiplication rule holds: 
P(X & Y) = P(X) × P(Y)

 14. d: Using the general addition rule: P(X or Y) = P(X) + P(Y) – P(X) × P(Y)

Part III

 1. a: m sD D z= − = = + = = − = −126 92 34 10 12 15 6
0 34
15 6

2 2 .
.

22 18. Use normal table

 2. b

 3. b:  Although it has a slightly lower rpn, the failure in design A is much 
more severe.

 4. b

 5. c: The formula for number of runs is LF = 32

 6. a: B B B1 2 3

27 28 29
3

22 26 24
3

19 2= + + = + + = + 00 20
3

+

 7. d
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 8. b

 9. b:  Using the rules of multiplication of signed numbers, the B × C column is 
identical to column A

 10. d:  Derating is the practice of using components for lower stress levels than 
those they were designed for.

Part IV

 1. d

 2. a

 3. d

 4. c:  The system will succeed if two subsystems succeed and one fails or if all 
three subsystems succeed:

RSystem = − + −

=
−
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2 1

3 3
3 01 1

3
3 2 2

C R R C R R
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( ) ( )
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( )! !

22 3
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 5. c

 6. b: (1 – .01)(1 – .0025)

 7. c: R

R

System

System

( ) ( )
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/

.

t e R t

t e

t
s s= +

=
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−

l l1

0007(( )[ (. )( )]200 1 9 0007 200+

 8. c

 9. d

 10. d

 11. a: ls = .0015 + .002 + .0022

 12. c: 1 – (1 – R)(1 – R)(1 – R)

Part V

 1. e

 2. a: 100°F ≈ 311°K, 130 F ≈ 327°K

    AF = ≈× −( )−

e[ /( . ) / / )1 8 617 10 1 311 1 3273

6

 3. a
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 4. b: 

   

500
350

1075
321

1 4286 3 3489

1 42

⎛
⎝⎜

⎞
⎠⎟

=

≈

b

b

b

. .

log . 886 3 3489

3 3489
1 4286

3 39

1075

≈

≈ ≈

log .

log .
log .

.b

x == ⎛
⎝⎜

⎞
⎠⎟

= ⎛
⎝⎜

⎞
⎠⎟

≈

350
120

1075
350
120

40

3 39

3 39

.

.

x 4493 hours

 5. a: 50,000/18, 100,000/30, and 150,000/36

 6. d: b = ÷ ≈ ÷log log
,

,
.

3333
2778

100 000
50 000

0 182 693

 7. a

 8. c

 9. c

 10. a

Part VI

 1. b

 2. b

 3. b

 4. c

 5. d

 6. d

Part VII

 1. a

 2. a: r must be between –1 and 1 inclusive, that is, –1 ≤ r ≤ 1

 3. d: Correlation doesn’t imply causation

 4. b
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 5. d

 6. b

 7. b

 8. b

 9. a



1

Sample Examination

 1. In the activity network diagram (AND), if an arrow points from activity Y 
to activity X

 a. activity X must be completed before activity Y is begun

 b. activity Y costs more than activity X

 c. both activities lie on the critical path

 d. activity Y is more important than activity X

 e. activity Y must be completed before activity X is started

 2. If the probability of event X is 0.25 and the probability of event Y is 0.35, then the 
probability of event (X&Y) is

 a. .0875

 b. 0.50

 c. 0.60

 d. Not enough information is given to determine the answer

 3. A repairable product with a constant failure rate of 0.00078 failures per hour has 
mean time to repair of 40 hours. Find its availability.

 a. 0.85

 b. 0.88

 c. 0.92

 d. 0.97

 e. 0.99



2 Sample Examination

 4. A team is conducting an FMEA analysis on a product. The failure of a door switch 
is assigned the following risk values:

  Probability of occurrence = 5

  Severity = 4

  Probability of detection = 7

  What is the risk priority number (rpn)?

 a. 120

 b. 130

 c. 140

 d. 150

 5. The reliability block diagram for a system is shown below. 

0.98 0.97 0.99

  Find the system reliability.

 a. 2.94

 b. 1.94

 c. 0.94

 d. 0.094

 6. Right-censored failure test data occur when 

 a. most units failed at the predicted times

 b. the right-hand section of the experimental design matrix is used

 c. timers or cycle counters did not function correctly

 d. the test is terminated before all units have failed

 7. A product’s time to failure has a Weibull distribution with b = 0.85 and q = 2000. 
Find the approximate reliability of the product at 100 hours.

 a. 0.97

 b. 1.02

 c. 0.92

 d. 0.99

 e. 0.89

 f. None of the above



 Sample Examination 3

 8. The resolution of a designed experiment refers to

 a. the accuracy of the response variable calculation

 b. the spread between high and low values of a factor

 c. the confounding patterns

 d. the margin of error

 9. In a designed experiment, “experimental error” refers to

 a. incorrect setup of the factors

 b. mistakes in blocking

 c. variation within the replicates of a run

 d. failure of testing apparatus during the experiment

 10. In the relationship matrix of a QFD diagram, a weak symbol means

 a. the customer does not feel strongly about this requirement

 b. competitors do not have a strong feature for this requirement

 c. meeting the target values will not be costly

 d. none of the above

 11. A batch of a part has 3.2 percent that do not conform to specifications. Ten parts 
are randomly chosen. Find the probability that at least one does not conform to 
specifications.

 a. 0.968

 b. 0.90

 c. 0.83

 d. 0.72

 e. 0.57

 f. 0.42

 g. 0.28

 h. 0.17

 12. An FMEA analysis for a particular failure mode shows the probability of 
occurrence as 10. This indicates that the probability of this failure mode is 

 a. high

 b. moderate

 c. low
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 13. For a particular application, MIL-HDBK-217 lists a base failure rate of 0.07 × 10–6 
and pi values of 

  Environmental stress factor = 4

  Quality factor = 1

  Resistance factor = 1

  Find the predicted failure rate.

 a. 0.07 × 10–6

 b. 0.28 × 10–6

 c. 4.07 × 10–6

 d. 0.47 × 10–6

 14. One difference between highly accelerated life tests (HALT) and highly 
accelerated stress screening (HASS) is

 a. HALT is usually conducted earlier than HASS

 b. HASS results help designers eliminate weak components as a part of the 
design process

 c. HALT is usually a quality engineering function 

 15. A series of tests has shown that there is a strong positive correlation between 
beer-well temperature and the dextrose equivalent (DE) value. This shows that

 a. increasing beer-well temperature will cause an increase in DE

 b. decreasing beer-well temperature will cause an increase in DE

 c. increasing DE will cause an increase in beer-well temperature

 d. increasing DE will cause a decrease in beer-well temperature

 e. None of the above

 16. When is a highly accelerated life test (HALT) usually performed?

 a. When early prototypes or engineering models are available

 b. When final prototypes or engineering models are available

 c. When first production units are available

 d. When units produced periodically during production are available

 e. On each unit before delivery to customers 



 Sample Examination 5

 17. The preventive maintenance for a machine requires .44 hours per day and is 
always performed during third shift when the machine is not used. How does this 
time affect availability (A) calculation?

 a. Increases A by 0.44

 b. Decreases A by 0.44

 c. Increases kA by 0.44/(total time)

 d. Decreases A by 0.44/(total time)

 e. Does not affect A

 18. The system reliability of a series model is

 a. equal to the reliability of the weakest subsystem

 b. equal to the average reliability of all the subsystems

 c. less than the reliability of any subsystem

 d. the square root of the sum of the squares of the subsystem reliabilities

 19. Maintainability apportionment is used to 

 a. assign maintenance tasks

 b. improve system maintainability

 c. allocate reliability values to various subsystems

 d. measure system availability 

 20. An item was capable of being used for 600 hours during a 30-day month.

 a. The MTTR is about 120 hours.

 b. The availability was 120 hours.

 c. The failure rate is about 0.0017.

 d. Availability is about 0.83.

 e. Maintainability is about 0.17.

 21. Seven units are tested for 500 hours. Failures are recorded at 285 hours, 370 
hours, and 412 hours. The other four units didn’t fail. Failed units weren’t 
replaced. Estimate MTTF.

 a. 0.00098 hrs

 b. 1022 hrs

 c. 3067 hrs

 d. 1067 hrs
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 22. An analysis of historic data indicates that the repair time for a particular product 
can be modeled by the lognormal distribution with m = 1.7 hours and s = 0.65. 
The estimate for MTTR is

 a. 5.5 hours

 b. 6.8 hours

 c. 7.4 hours

 d. 8.1 hours

 23. Quality function deployment (QFD) provides an organized way to

 a. monitor production processes for quality problems

 b. exhibit customer needs and the extent to which a product meets them

 c. gain support for the deployment of quality

 d. list and prioritize litigation issues

 24. When determining an appropriate preventive maintenance interval one should 
consider

 a. cost of performing the maintenance

 b. cost of failure if maintenance is not performed

 c. cost of downtime

 d. all of the above

 e. none of the above

 25. If MTTF = 1742 hours

 a. l ≈ 0.00057

 b. MTBF is about 1742

 c. the item is in the wear-out phase

 d. A = 0.1745 × 104

 26. Analysis of VOC is aimed at

 a. a better understanding of customer’s ability to pay for products

 b. gaining insight into verbal communications effectiveness 

 c. obtaining better understanding of customer needs and concerns

 d. collecting information regarding volatile organic compounds



 Sample Examination 7

 27. An FMEA analysis for a particular failure mode shows the probability of detection 
as 10. This indicates that the probability of this failure mode is 

 a. high

 b. moderate

 c. low

 28. Three hundred light bulbs are tested for 500 hours. Five of the bulbs failed during 
the test. Estimate the reliability at 500 hours.

 a. 0.983

 b. 0.996

 c. 0.9997

 d. 0.017

 29. A team tasked with FMEA will use rpn numbers to

 a. interpret reverse Polish notation

 b. prioritize its activities

 c. improve turnaround of warranty claims

 d. reduce probability of nonstarting units

 30. Records are examined for the 1000 most recent failures of item ABC. In 972 
of these cases the item was repaired and returned to service within two hours. 
Therefore

 a. MTBF = 2

 b. maintainability (2) = .972

 c. availability (2) = 0.972

 d. MTTR = 2

 31. The best time to work on reducing corrective maintenance time is 

 a. immediately after a failure occurs

 b. as soon as the equipment is delivered

 c. as soon as final design or final prototypes are available

 d. during the equipment design phase
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 32. Four subsystems have the following reliabilities for a given mission: R 1= .97, 
R2= .94, R3= .93, and R4= .92. The reliability of a series system using these four 
subsystems is

 a. .92

 b. .78

 c. .94

 d. .85 

 33. A compliance test is to be conducted on high-cost items. Which of these tests 
requires the fewest number of test units?

 a. fixed-time test

 b. sequential test

 c. pass–fail test

 d. no-failure test

 34. A principal objection to the use of fractional factorial experimental designs rather 
than full-factorial designs is that

 a. only a fraction of the factors are used

 b. each response calculation gives a fraction of the correct answer

 c. experimental error is more difficult to calculate

 d. effects are confounded

 35. A good data collection plan will not include

 a. a format for the data

 b. measurement equipment to be used

 c. predicted numeric values of the data

 d. measures to ensure data accuracy

 36. An accelerated life test introduces a new failure mode that does not occur in real 
life. As a result

 a. the product should be redesigned to prevent this failure mode

 b. the product’s warranty should be reevaluated

 c. spare parts recommendations should be reevaluated

 d. the testing program should be reevaluated



 Sample Examination 9

 37. Nine dishwasher motors are tested to failure. Failures occurred at 2562 cycles, 
2616 cycles, 2623 cycles, 2674 cycles, 2713 cycles, 2724 cycles, 2804 cycles, 2815 
cycles, and 2847 cycles.

 a. MTTF ≈ 2709 hours

 b. l ≈ 0.000369 failures per hour

 c. A = 2709

 d. None of the above

 38. The reliability block diagram for a system is shown below. 

0.97

0.99

0.98

  Find the system reliability.

 e. 0.999994

 f. 0.99994

 g. 0.994

 h. 0.94

 39. A reliability statement has the following four parts:

 a. probability, confidence level, time, significance

 b. block, time, confidence level, probability

 c. probability, function , condition, time

 d. time, significance, confidence level, block

 40. A component has a normally distributed strength with mStrength = 734 and 
sStrength = 12. The component is subject to a normally distributed stress 
with mStress = 628 and sStress = 5. Find mDifference. 

 a. 106

 b. 13

 c. 633

 d. 7

 e. 17

 f. 169
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 41. A component has a normally distributed strength with mStrength = 734 and 
sStrength = 12. The component is subject to a normally distributed stress 
with mStress = 628 and sStress = 5. Find sDifference. 

 a. 106

 b. 13

 c. 633

 d. 7

 e. 17

 f. 169

 42. In normal usage conditions the reliability of a linkage mechanism at 10,000 
cycles is 0.99. When operated in an environmental stress chamber the same type 
of failures occur and R(900 cycles) = 0.99. These data indicate that

 a. the acceleration factor AF is about 11

 b. the stress setting for the environmental chamber is set improperly

 c. the product should be cleared for production or purchase

 d. the product should be redesigned

 43. In studying FMEA data a team should be alert for failure modes that have very 
high s values even when the rpn value is low because

 a. modes with very high s values may jeopardize health or safety

 b. modes with very high s values are associated with frequent occurrence

 c. modes with very high s values are difficult to screen

 44. System testability refers to

 a. the ease of detecting and isolating system faults

 b. the ability to read analyses performed by system modules

 c. the relative flexibility of system interrogation/reply conversations

 d. the ability of the system to perform tests on systems it interfaces with

 45. Two components placed in series have reliabilities of 0.90 and 0.99 respectively. 
What should be the reliability of the first component if the system consisting of 
the two in series is to be 0.98?

 a. 0.97

 b. 0.98

 c. 0.99

 d. 0.995

 e. 0.999
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 46. A fault tree has four input events to an OR gate. This means that 

 a. if one of the input events occurs, the output event will occur

 b. all of the input events must occur to cause the output event to occur

 c. if all the input events occur, the output event can not occur

 47. Use the Arrhenius model to calculate the acceleration factor when the 
temperature is increased from its normal value of 100°F to 150°F. Assume that 
the activation energy for the failure mode under study is 1.0 eV and that the 
same failure modes occurred at the two temperature values.

 a. one day of testing is equivalent to about 22 days of use

 b. one day of testing is equivalent to about 32 days of use 

 c. one day of testing is equivalent to about 44 days of use

 d. one day of testing is equivalent to about 53 days of use

 48. Two subsystems have the following reliabilities for a given mission: R 1 = .94, 
R2 = .92. The reliability of a parallel system using these two subsystems is:

 a. .940

 b. .995

 c. .999

 d. .989 

 49. A unit with constant failure rate of 0.00045 failures/hour operates 7500 hours/
year. The unit is replaced every 2000 hours as part of a preventive maintenance 
program. How many units should be stocked each year to cover the preventive 
maintenance replacements?

 a. 2

 b. 4

 c. 6

 d. 8
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 50. A unit with constant failure rate of 0.00045 failures/hour operates 7500 hours/
year. The unit is replaced every 2000 hours as part of a preventive maintenance 
program. How many units should be stocked each year to be at least 90 percent 
certain that enough are available for corrective maintenance needs? Recall that the 
probability of having exactly x failures in operating time t if the unit is operating 
with constant failure rate l is given by the Poisson formula

P x
t e

x

x t

( ) =
−( )

!
l l

 a. 2

 b. 4

 c. 6

 d. 8

 51. NASA lists 748 “criticality 1” items, so named because the failure of any one will 
cause the mission to fail. Each of these items has reliability = 99.99 percent. Find 
the probability that no criticality 1 items fail.

 a. 0.9999

 b. 0.99

 c. 0.93

 d. 0.84

 e. 0.16

 f. 0.07

 g. 0.01

 52. NASA lists 748 “criticality 1” items, so named because the failure of any one will 
cause the mission to fail. Each of these items has reliability = 99.99 percent. Find 
the probability that at least one criticality 1 item fails.

 a. 0.9999

 b. 0.99

 c. 0.93

 d. 0.84

 e. 0.16

 f. 0.07

 g. 0.01
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 53. A full-factorial designed experiment controls each of the following factors at 
three levels—

  Temperature

  Moisture content

  pH

  Species

  —to determine which combination stains deepest. What is the response variable?

 a. Temperature

 b. Moisture content

 c. pH

 d. Species

 e. None of the above

 54. Data cleanliness is related to 

 a. the quality of the data collection process

 b. the amount of noise in the data

 c. contamination by variation in uncontrolled factors

 d. all of the above

 e. none of the above

 55. Four subsystems have the following reliabilities for a given mission: R 1= .97, 
R2= .94, R3= .93, R4= .92. 

4

3

21

  The reliability of the series–parallel system shown is 

 a. .97

 b. .94

 c. .92

 d. .91
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 56. To calculate the system reliability using a model and the subsystem reliabilities, it 
is necessary that

 a. all the subsystem failure rates are constant

 b. the distribution that models the system is known

 c. the failure probability of the system is independent of the subsystems

 d. the failure probabilities of the subsystems are independent of each other

 57. When used in confidence intervals, a designates the

 a. confidence level

 b. risk that the parameter is in the interval

 c. risk that the parameter is not in the interval

 d. margin of error

 e. risk that the statistic is not in the interval

 f. risk that the statistic is in the interval

 58. A completed quality function deployment (QFD) diagram has a matrix relating 
the customer requirements to the technical features. This relationship matrix 
has several weak symbols but no moderate or strong symbols. This would 
indicate that

 a. the product will have little competition

 b. the product can be priced higher than others in its class

 c. the product will not satisfy customer needs

 d. the product should be released to production

 59. A full-factorial designed experiment controls each of the following factors at 
three levels—

  Temperature

  Moisture content

  pH

  Species

  —to determine which combination stains deepest. How many runs will the 
experiment have?

 a. 81

 b. 27

 c. 12

 d. 9

 e. 3



 Sample Examination 15

 60. The plot of a probability density function (PDF) shows 

 a. reliability values versus time

 b. number of events (such as failures) versus time

 c. likelihood that mean values will increase

 d. number of successes versus total number of opportunities

 61. Use of the signal-to-noise ratio in the evaluation of experimental design data 
reflects a need to

 a. attenuate noise levels

 b. amplify signal levels

 c. compromise between optimizing signal level and minimizing noise level

 d. signal that the noise level is too high

 62. As a general rule, the quality and reliability functions differ in that

 a. the quality function is more interested in product quality

 b. the quality function collects fewer data

 c. the reliability function collects fewer data

 d. the quality function usually stops collecting data when the production 
process is completed

 e. the quality function has more personnel

 63. The reliability block diagram for a system is shown below. 

0.99

0.97

0.98

  Find the system reliability.

 a. 1.9797

 b. 0.9797

 c. 0.098

 d. 0.999994

 e. 0.94
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 64. The Arrhenius model can be used to

a. evaluate experimental error

b. approximate failure rates for mechanical components

c. estimate yield strength

d. calculate acceleration factors

 65. An approximation that is used in lieu of the Arrhenius model is: a temperature
increase of

a. 100°C increases failure rate by an order of magnitude

b. double the temperature in °K doubles the failure rate

c. 10°C doubles the failure rate

d. multiplying the temperature in °K by a factor x increases the failure rate by
a factor of x2

 66. In a designed experiment, “noise” is caused by

a. incorrect setup of the factors

b. mistakes in blocking

c. factors that aren’t controlled

d. failure of testing apparatus during the experiment

 67. Beta testing refers to

a. having customers use a preliminary product design and report strength
and weakness

b. evaluating units using the b distribution

c. curve fitting with the Weibull distribution to find the optimum value of
the shape parameter b

d. evaluation of components that will make up a system

 68. Reliability growth refers to

a. the tendency for reliability to improve as products stay on the market for
extended periods

b. the improvement in reliability as a result of warranty charges

c. the improvement in reliability due to improved data collection

d. the improvement in reliability due to changes made during product design
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 69. A series system has three subsystems each with a reliability of R. The system
 reliability can be calculated as:

a. 3R

b. R3

c. 1 – (1 – R)3

d. 1 – (1 – R3)

 70. A standby redundant system uses two identical units. The failure rate of each unit
is 0.0007 failures per hour. What is the system reliability for 200 hours (assuming
the sensing and switching reliability is one)?

a. .991

b. .983

c. .979

d. .965

 71. The plot of the hazard function shows

a. failure rate versus time

b. a positive slope wherever failure rate is constant

c. safety and health risks versus time

d. actions taken to correct OSHA reportable events

 72. A tool that produces a diagram that displays various conditions that could cause a
particular failure is

a. FMEA

b. FTA

c. DFMEA

d. FMECA

 73. The power law is used to

a. estimate the number of watts that will be generated by a capacitor

b. evaluate results of accelerated life testing in which the accelerating factor
isn’t heat

c. provide estimates for horsepower losses for a particular failure mode

d. show that the failure rate is exponential
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 74. A batch of bolts is three percent defective and a batch of nuts is two percent 
defective. A unit is formed with one nut and one bolt. Find the probability that a 
randomly selected unit is defective.

 a. 0.05

 b. 0.0006

 c. 0.0494

 d. 0.0506

 75. In reliability testing, validation differs from verification in that

 a. validation determines whether the design meets reliability requirements 
while verification determines whether the production process produces a 
product that meets reliability requirements

 b. verification determines whether the design meets reliability requirements 
while validation determines whether the production process produces a 
product that meets reliability requirements

 c. validation determines whether the design is in compliance with applicable 
laws and regulations and verification determines compliance with 
certification standards

ANSWERS TO SAMPLE EXAMINATION 

 1. e

 2. d:  Can’t determine the answer without knowing whether events X and Y are 
independent.

 3. d: A
MTBF

MTBG MTTR
=

+

 4. c: rpn = S × O × D

 5. c: R = 0.98 × 0.97 × 0.99

 6. d

 7. c: R 100( ) = −( )e 100 2000
0 85

/
.

 8. c

 9. c

 10. d:  A weak symbol means the associated technical requirement does not do a good  
job of satisfying the associated customer requirement.
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 11. g: Use the binomial distribution with n = 10, p = 0.032:

P

P

X x
n

n x x
p p

X

x n x
=( ) =

−( ) −( )

=( ) =

−!
! !

!
! !

1

0
10

10 0
0.. . .

.

032 0 968 0 72

1 1 0 1 0 72

0 10 ≈

≥( ) = − =( ) = −so P PX X == 0 28.

 Could also find the answer by calculating P(X = 1) + P(X = 2) + . . . + P(X = 10), 
but this would require 10 calculations similar to the above.

 12. a

 13. b

 14. a

 15. e: Correlation doesn’t imply causation.

 16. a

 17. e

 18. c

 19. b

 20. d

 21. b: 
285 370 412 4 500

3

+ + + ( )

 22. b: MTTR = =
+

⎛

⎝
⎜

⎞

⎠
⎟

+( )e e
m s

2

2 1 7 0 21125. .

 23. b

 24. d

 25. a

 26. c

 27. c

 28. a: 295/300

 29. b

 30. b

 31. d

 32. b: Rs = .97 × .94 × .93 × .92

 33. d

 34. d
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 35. c

 36. d

 37. d: MTTF ≈ 2709 cycles

 38. a: R = 1 – 0.02 × 0.03 × 0.01

 39. c

 40. a

 41. b

 42. a: 10,000/900

 43. a

 44. a

 45. c: .99x = .98

 46. a

 47. a: 100°F ≈ 311°K, 150 F ≈ 339°K

   AF = ≈
×( ) −( )⎡

⎣⎢
⎤
⎦⎥

−

e
1 8 617 10 1 311 1 3395

22
/ . / /

 

 48. b: 1 – (1 – .06 × .08)

 49. b: 7500 ÷ 2000

 50. c: The probability that exactly x failures will occur is P x
t e

x

x t

( ) =
( ) −l l

!

P

P

0
3 375

0
0 034

1
3 375

0 3 375

1 3 37

( ) = ≈

( ) =

−

−

.
!

.

.

.

.

e

e 55

2 3 375

1
0 115

2
3 375

2
0 390

3
3

!
.

.
!

.

.

.

≈

( ) = ≈

( ) =

−

P

P

e

3375
3

0 219

4
3 375

4
0

3 3 375

4 3 375

e

e

−

−

≈

( ) = ≈

.

.

!
.

.
!

.P 1185

5
3 375

5
0 125

6
3 375

5 3 375

6

P

P

( ) = ≈

( ) =

−

−

.
!

.

.

.e

e 33 375

6
0 070

.

!
.≈

    Total of probability values is 0.94 so the probability that six or fewer items 
will be needed is 0.94.
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 51. c:  Since the items act as if in series, the probability that they all function correctly
is 0.9999748.

 52. f: Prob(at least one fails) = 1 – Prob(none fail) = 1 – 0.9999748

 53. e: The response variable is depth of stain

 54. d

 55. d: R3,4 = 1 – .07 × .08 = .9944 Rs = .97 × .94 × .9944

 56. d

 57. c

 58. c

 59. a: The formula for number of runs is n = LF, in this case n = 34

 60. b

 61. c

 62. d

 63. b: Parallel branch has R = 1 – 0.03 × 0.01 = 0.9997, the system R = 0.98 × 0.9997

 64. d

 65. c

 66. c

 67. a

 68. d

 69. b

 70. a

 71. a

 72. b

 73. b

 74. c:  It is safe to assume that the events of choosing a nut and choosing a bolt are
independent so P(nut and bolt both defective) = 0.006. Now use the special 
addition rule. 

 75. a
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